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Gradual cooling over past 55 Myr

56 to 34 Myr ago: Eocene

Deep ocean Temperature

[Zachos et al., 2001]
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Frost-intolerant species in high-latitude continental climate regions
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Cretaceous Coastal Environment

Artist: Karen Carr

Hadrosaurus - Cretaceous
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Artist: Karen Carr

Eobasileus - Eocene

Artist: Charles R. Knight
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Eocene Mammals

Artist: Jay Matternes



Eli Tziperman, EPS 231, Climate dynamics

“Equable” climate
1. Surface temperatures at the poles were closer to 

surface temperatures at the equator.


2. The high latitude seasonal cycle was smaller: 
winter and surface temperature were closer.
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“Hothouse/Equable” climates ~146–34 Ma

• Higher global mean temperature

• Lower equator-to-pole 

temperature diff.

• Less high latitude seasonality

• No significant ice 

• Tropical SSTs >≈ modern

• Warm deep ocean

• CO2=500–2,000 ppm?

Cretaceous         Paleocene         Eocene
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Crocodiles & Alligators today 
need: 

MAT>14.2°C + CMM>5.5°C


MAT: mean annual temperature

CMM: cold month mean

[Markwick, 1998]

Plant and animal fossils
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- palms


- cycads, gingers, tree ferns


- no frost intolerant plants

- lowlands


- uplands


- higher uplands

Eocene near living relative (NLR) Analysis

[Greenwood and Wing, 1995]
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Leaf Margin Analysis (LMA)

American Elm - ToothedEastern Redbud - 

Untoothed 

(Entire Margin)

“The physiological basis for the MAT vs. leaf-margin 
correlation has never been adequately demonstrated.” 
[Wilf, 1997]

[Wilf, 1997]
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δ18O Temperature reconstruction

[Erez and Luz, 1983]
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- Modern land temp.

- Eocene SST

- Eocene NLR & LMA

- Eocene CLAMP

[Greenwood and Wing, 1995]

Latitudinal temperature distribution

Much lower equator to pole 
temperature difference than at 
present
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-Mixed Layer

-Intermediate

-New

-Old

Re-evaluating planktonic δ18O Data
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[Pearson et al., 2001]

Equator during Eocene not 
as cool as thought initially
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1) Calculate the Arctic temperature from this energy balance.

2) Calculate the changes to the albedo, emissivity, and the mid-latitude heat 

transport required to increase the high latitude temperature by 20 °C

 𝞮𝞼Ta
4

𝞮𝞼Ta
4

𝞼Ts
4

H

(1-𝞪)S0/4

H /A + (1 − α)S = (1 − ϵ /2)σT 4
s

Consider an energy balance model for the Arctic:

In-class workshop

S (W/m2) H [PW] 𝜺 𝝰

200 3.5 0.60 0.55

Modern climate:

A=area north of 60N
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T [C] H [PW] 𝜺 𝝰

-8.0 3.5 0.60 0.55

Modern climate:

Changes required to increase high latitude temperature:

𝝙T [∘C] 𝝙H [PW] 𝝙𝞮 [CO2]dry [ppm] [CO2]wet [ppm] 𝝙𝞪

10.0 1.1 0.20 X25≈9x103 x22.5≈2x103 -0.15

15.0 1.7 0.28 x27.5≈5x104 x23.75≈4x103 -0.23

 𝞮𝞼Ta
4

𝞮𝞼Ta
4

𝞼Ts
4

H

(1-𝞪)S0/4

H /A + (1 − α)S0 /4 = (1 − ϵ /2)σT 4
s

Changes required to reduce equator-to-pole 
temperature gradient by increasing CO2 or 
meridional heat fluxes or albedo or long-wave 
emissivity (clouds!):

Energy-balance 
model

Energy balance for the Arctic:

Back of the envelope…
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Today Giant 
Pterosaur

Eocene?

(Like Venus…)

(B. Farrell, 1990) 

Equator-to-pole Hadley cell:

(1)

Proposed mechanisms
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Today Giant 
Pterosaur

Eocene?

(Like Venus…)

(B. Farrell, 1990) 

Equator-to-pole Hadley cell:

(1)

Proposed mechanisms

Polar Stratospheric Clouds (PSCs,15-25 km)
PSCs at dusk over Arctic Sweden 

due to methane: Sloan 1992; 

weakening Brewer-Dobson circulation:

Kirk-Davidoff et al. 2002

(2)

www.nasa.gov/images/content/65932main_sageii_psc_640x480.jpg 
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Today Giant 
Pterosaur

Eocene?

(Like Venus…)

(B. Farrell, 1990) 

Equator-to-pole Hadley cell:

(1)

Proposed mechanisms

Polar Stratospheric Clouds (PSCs,15-25 km)
PSCs at dusk over Arctic Sweden 

due to methane: Sloan 1992; 

weakening Brewer-Dobson circulation:

Kirk-Davidoff et al. 2002

(2)

www.nasa.gov/images/content/65932main_sageii_psc_640x480.jpg 

stronger AMOC
Warmer high 
latitudes

Stronger hurricanes

(K. Emanuel, 2002)

(3)
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(4)
Breakup of subtropical stratocumulus 
cloud decks at high SST

Schneider et al 2019, (Bretherton et al) https://www.shutterstock.com/image-photo/aerial-view-layer-stratocumulus-clouds-369408491

Causing albedo decrease and 
warming of mid-latitudes

Proposed mechanisms
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(5)
Arctic air suppression over high latitude land

Cronin & Tziperman 2015

By low cloud forming due to 
moisture arriving from over warmer 
ocean

(4)
Breakup of subtropical stratocumulus 
cloud decks at high SST

Schneider et al 2019, (Bretherton et al) https://www.shutterstock.com/image-photo/aerial-view-layer-stratocumulus-clouds-369408491

Causing albedo decrease and 
warming of mid-latitudes

Proposed mechanisms
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Warmer 
winter Arctic

Arctic convective cloud feedback

Abbot & Tziperman 2008

(6)wintertime 
deep Arctic 
convection

high cloud 
emissivity/
greenhouse 
effect

(5)
Arctic air suppression over high latitude land

Cronin & Tziperman 2015

By low cloud forming due to 
moisture arriving from over warmer 
ocean

(4)
Breakup of subtropical stratocumulus 
cloud decks at high SST

Schneider et al 2019, (Bretherton et al) https://www.shutterstock.com/image-photo/aerial-view-layer-stratocumulus-clouds-369408491

Causing albedo decrease and 
warming of mid-latitudes

Proposed mechanisms
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Today Giant 
Pterosaur

Eocene?

(Like Venus…)

(B. Farrell, 1990) 

Equator-to-pole Hadley cell:

(1)
www.nasa.gov/images/content/65932main_sageii_psc_640x480.jpg 
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notes:

Equator-to-pole Hadley cell

1990
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Equator-to-pole Hadley cell 

in class workshop


Consider the radiative-convective equilibrium profile:

Draw the profile after the effects of atmospheric heat transport

potential 
temperature

latitude
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Use angular momentum conservation to calculate the subtropical jet 
speed at 30N

In-class workshop
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Polar Stratospheric Clouds (PSCs,15-25 km)
PSCs at dusk over Arctic Sweden 

due to methane: Sloan 1992; 

weakening Brewer-Dobson circulation:

Kirk-Davidoff et al. 2002

(2)

www.nasa.gov/images/content/65932main_sageii_psc_640x480.jpg 
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Polar stratospheric clouds

A type II (water) PSC showing iridescence

PSCs form at very low temperatures, below −78 °C, at 15–30 km 
height, during winter, in polar areas, within polar stratospheric vortex 

PSC, Elverum, Norway.

Composition: water ice, sulfuric acid H2SO4; nitric acid (HNO3)

wikipedia

Due to their high altitude & Earth surface curvature, PSCs receive sunlight from below 
the horizon & reflect it to the ground, shining brightly well before dawn or after dusk
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© 1992 Nature  Publishing Group

1992

The proposed feedback: 


warmer climate

➨ higher methane CH4 emissions by anaerobic bacteria from 
swamps 

➨ greenhouse effect in the troposphere & — unlike water — able 
to make it to the stratosphere (liquid only at −161.5 °C at 1 atm) 

➨ oxidizes into CO2 and H2O    (CH4 + 2O2 = CO2 + 2H2O)

➨ H2O forms PSCs

➨ further warms the poles.

Polar stratospheric clouds in equable climate 1.0

https://en.wikipedia.org/wiki/Degree_Celsius
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PSCs: stratospheric temperature & circulation

vallis AOFD

13.5 Stratospheric Dynamics 589

Fig. 13.11 The zonally-averaged radiative-equilibrium temperature in in
January. The downwards solar radiation at the top of the atmosphere is
given, and the upwards radiative flux into the stratosphere is based on
observed properties, including temperature, of the troposphere.18

Fig. 13.12 The zonally averaged temperature and zonal wind in Jan-
uary. Temperature countour interval is 10 K, and values less than 220 K
are shaded. Zonal wind contours are 10 m s�1and negative (westward)
values are shaded.19

Fig. 13.11 The zonally-averaged radiative-equilibrium 
temperature in in January. The downwards solar radiation 
at the top of the atmosphere is given, and the upwards 
radiative flux into the stratosphere is based on observed 
properties, including temperature, of the troposphere.18 
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PSCs: stratospheric temperature & circulation

vallis AOFD
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Fig. 13.11 The zonally-averaged radiative-equilibrium temperature in in
January. The downwards solar radiation at the top of the atmosphere is
given, and the upwards radiative flux into the stratosphere is based on
observed properties, including temperature, of the troposphere.18

Fig. 13.12 The zonally averaged temperature and zonal wind in Jan-
uary. Temperature countour interval is 10 K, and values less than 220 K
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values are shaded.19

Fig. 13.12 The zonally averaged temperature and zonal wind in 
January. Temperature contour interval is 10 K, and values less than 
220 K are shaded. Zonal wind contours are 10 m s1 and negative 
(westward) values are shaded.19 
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PSCs: stratospheric temperature & circulation

vallis AOFD
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Fig. 13.11 The zonally-averaged radiative-equilibrium temperature in in
January. The downwards solar radiation at the top of the atmosphere is
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observed properties, including temperature, of the troposphere.18

Fig. 13.12 The zonally averaged temperature and zonal wind in Jan-
uary. Temperature countour interval is 10 K, and values less than 220 K
are shaded. Zonal wind contours are 10 m s�1and negative (westward)
values are shaded.19

Fig. 13.12 The zonally averaged temperature and zonal wind in 
January. Temperature contour interval is 10 K, and values less than 
220 K are shaded. Zonal wind contours are 10 m s1 and negative 
(westward) values are shaded.19 

590 Chapter 13. Zonally Asymmetries, Planetary Waves, Stratosphere

Fig. 13.13 The observed mass-weighted streamfunction in the strato-
sphere, in Sverdrups (109 kg s�1). The circulation is clockwise where the
contours are solid. Note the stronger circulation in the winter hemi-
spheres, whereas the equinoctal circulation (September) is more inter-
hemispherically symmetric.21

? In winter high latitudes receive very little solar radiation and there is a stong merid-
ional temperature gradient and consequently a strong vertical shear in the zonal
wind. Nevertheless, this temperature gradient is significantly weaker than the ra-
diative equilibrium temperature gradient, implying a poleward heat transfer by the
fluid motions.

There must be, then, a circulation that keeps the stratosphere from radiative equi-
librium, and one that is weakest in summer. In fact, a stratospheric meridional over-
turning circulation was inferred by A. Brewer and G. Dobson based on observations of
water vapour and chemical transport, and is often called the Brewer-Dobson circula-
tion.20 It is depicted in Fig. 13.13; this shows the observed mass-weighted circulation,
almost equivalent to the residual circulation, and so represents both the Eulerian mean
and eddy-contributed components. It comprises a single, equator-to-pole cell in each
hemisphere, stronger in the winter hemisphere where it goes high into the stratosphere.
There is also a distinct lower branch to the circulation, present in all seasons although
strongest in winter, that is confined to the lower stratosphere and is in some ways a ver-
tical extension of (the residual circulation of) the tropospheric Ferrel Cell. Not all the
upper circulation is ventilated by the troposphere — some of it recirculates within the
stratosphere. This circulation and some of the associated dynamics is schematically il-
lustrated in Fig. 13.14, and three three regions may usefully be delineated: (i) A tropical
region; (ii) a mid-latitude region; (iii) the polar vortex. The tropical region is relatively
quiescent, an area of generally upward motion where air is drawn up from the tropo-
sphere. In midlatitudes the residual flow is generally polewards before sinking at high
latitudes. In winter the extreme cold leads to the formation of polar vortex, a strong
cyclonic vortex that appears quite isolated from mid-latitudes although, especially in
the Northern Hemisphere, it is not always centered over the pole.

13.5.2 Dynamics

Fig. 13.13 The observed mass-weighted 
streamfunction in the stratosphere, in 
Sverdrups (109 kg s1 ). The circulation is 
clockwise where the contours are solid. 
Note the stronger circulation in the winter 
hemispheres, whereas the equinoctal 
circulation (September) is more inter- 
hemispherically symmetric.21 

Brewer Dobson circulation
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Polar stratospheric clouds in equable climate 2.0

The propose feedback: 


warmer climate, 

➨ warmer troposphere in polar areas

➨ lower equator-to-pole temperature difference 

➨ weaker mid-latitude weather systems

➨ weaker wave propagation into the stratosphere

➨ weaker Brewer-Dobson circulation

➨ colder poles in Stratosphere

➨ more PSC

➨ warmer troposphere in polar areas


On the feedback of stratospheric clouds on polar climate
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[1] Past climates, such as the Eocene (55 - 38 Ma), experienced
dramatically warmer polar winters. Global climate models run
with Eocene-like boundary conditions have under-predicted polar
temperatures, a discrepancy which has stimulated a recent
hypothesis that polar stratospheric clouds may have been
important. We propose that such clouds form in response to
higher CO2 via changes in stratospheric circulation and water
content. We show that the absence of this mechanism from
models of Eocene climate may be attributable to poor vertical
resolution in the neighborhood of the tropical tropopause. This
may cause the models to underestimate future greenhouse war-
ming. INDEX TERMS: 1620 Global Change: Climate dyna-
mics (3309); 3362 Meteorology and Atmospheric Dynamics:
Stratosphere/troposphere interactions; 3319 Meteorology and
Atmospheric Dynamics: General circulation; 3344 Meteorology
and Atmospheric Dynamics: Paleoclimatology; 0340 Atmospheric
Composition and Structure: Middle atmosphere—composition
and chemistry

1. Introduction

[2] Paleoclimate data from the Eocene indicate that deep
ocean temperatures were approximately 10 K warmer than at
present [Douglas and Woodruff, 1981], as were polar sea surface
temperatures [Zachos et al., 1994]. Northern hemisphere conti-
nental interiors were warm enough throughout the year to sustain
palm trees and other tropical flora and fauna, as were far northern
land regions such as Ellesmere Island. Continental glaciation was
essentially absent [Sloan and Barron, 1992]. By contrast, tropical
temperatures appear to have been similar to present values
[Schrag, 1999], or possibly somewhat warmer [Pearson et al.,
2001].
[3] Several studies have sought to identify the mechanisms

responsible for the Eocene climate and other warm climates,
such as the Cretaceous. Possible mechanisms include enhanced
meridional heat fluxes due to ocean circulation changes [Togg-
weiler and Bjornsson, 2000] or to reorganization of atmos-
pheric circulation [Lindzen and Pan, 1994; Farrell, 1990],
enhanced greenhouse warming due to high carbon dioxide
concentrations [Sloan and Barron, 1992], and reductions in
global topography [Bush and Philander, 1997]. Although these
modeling efforts have produced relatively warm polar temper-
atures, they have not been able to reproduce the above-freezing
temperatures of the reconstructed Eocene wintertime polar and
continental interior regions. This failure is important, because it
suggests that the GCMs have neglected a strong warming
mechanism, operating in warm climates, which acts preferen-
tially in cold regions. Such a mechanism might also be
operative in a future climate, warmed by increased greenhouse
gas concentrations, leading to underestimates of future polar
warmth by GCMs.

[4] Recently, Sloan and Pollard [1998] imposed optically
thick (optical depth unity) polar stratospheric clouds (PSCs) in
a GCM, in combination with increased greenhouse gas con-
centration, producing a temperature distribution more consistent
with observations from the Eocene. The addition of PSCs to
the polar night stratosphere resulted in wintertime surface
warming ranging from 4 K in midlatitude regions to 20 K in
some locations near the poles. They suggested that these thick
PSCs might result from an increase in stratospheric water vapor
due to higher fluxes of methane into the stratosphere, perhaps
due to increased swamp and wetland area in a warmer world.
However, while Eocene polar warmth appears to have been
uninterrupted for over ten million years [Zachos et al., 1994],
the lifetime of methane in the modern atmosphere is quite short
(!7 years) [Lelieveld et al., 1998]. Thus, if polar warmth were
dependent on high methane levels, the latter must have been
maintained by consistently elevated methane production over
this period. While there is isotopic evidence for large releases
of atmospheric methane to the ocean and atmosphere during
the late Paleocene, evidence of sustained high methane levels is
lacking.
[5] While the attribution of polar warmth to high methane

levels remains plausible, we believe that a direct link to CO2

would be more parsimonious, because the large reserve of
carbonate in the ocean gives atmospheric CO2 a long lifetime,
and because the association of global warmth with polar
warmth is strong throughout the geological record. In this
paper we propose an alternative mechanism for PSC formation
as a positive feedback on the meridional temperature gradient,
and on greenhouse gas concentration. Our mechanism works as
follows. GCMs respond to increased greenhouse gas (GHG)
concentrations by reducing the equator-to-pole temperature
difference (EPTD). This result is due to the positive ice- and
snow-albedo feedback in polar regions, which tends to increase
the surface warming initiated by GHG increases in the polar
regions. A reduction in the EPTD might also have been forced
by an increase in oceanic or atmospheric heat transports due to
changes in the positions and shapes of the continents [Togg-
weiler and Bjornsson, 2000; Lindzen and Pan, 1994].
[6] Once the EPTD were substantially reduced from its

present value, we posit that the energy of gravity and planetary
waves propagating from the troposphere into the stratosphere
would be reduced. Evidence to support this supposition comes
from several sources. A smaller surface temperature gradient
from the equator to the poles implies a reduced effective
potential vorticity gradient at the surface, and smaller growth
rate for atmospheric eddies [Lindzen and Farrell, 1980]. GCM
results for climates with reduced EPTD [Rind, 1998], and for
doubled CO2 [Shindell et al., 1998], show such a reduction in
planetary wave activity, and observations of recent trends in
wave propagation into the stratosphere show a decreasing trend,
along with a decrease in stratospheric overturning, as the
surface climate has warmed [Fusco and Salby, 1999]. These
results alone do not demonstrate a direct link between surface
temperature gradient and deposition of wave pseudomomentum
in the stratosphere, since a reduced meridional temperature
gradient might be expected to result, via thermal wind balance,
in reduced mean jet speeds, which would tend to allow a
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Copyright 2002 by the American Geophysical Union.
0094-8276/02/2002GL014659$05.00

51 - 1

2002



Eli Tziperman, EPS 231, Climate dynamics

Polar stratospheric clouds: TEM and B-D circulation

312 Chapter 7. Wave–Mean Flow Interaction

situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation

@q

@t
C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is

q D ˇy C ⇣ C
@

@z

✓
f0

N 2
b

◆
; (7.2)

where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z

�
⇢sb=N

2
�
.]

We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:

@b

@t
C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:

d yE

dt
D 0; yE D

Z

V

.r /2 C
f 2

0

N 2

✓
@ 

@z

◆2

dV;

d yZ

dt
D 0; yZ D

Z

V

q2 dV:

(7.6)

where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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Fig. ??. We can see wavetrains emanating from both the Rockies and the Himalayas,
but distinct polewards and equatorwards wavetrains are hard to discern.

13.3 * BAROCLINIC ROSSBY WAVES AND THEIR VERTICAL PROPAGATION

13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is

@q

@t
C J. ; q/ D 0; q D r2 C f C

f 2

0

⇢R

@

@z

✓
⇢R

N 2

@ 

@z

◆
; (13.45)

where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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@t
C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2
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C @2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
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where r2 ⌘ .@2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
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where r2 ⌘ .@2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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where r2 ⌘ .@2

x
C @2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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@t
C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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Fig. ??. We can see wavetrains emanating from both the Rockies and the Himalayas,
but distinct polewards and equatorwards wavetrains are hard to discern.

13.3 * BAROCLINIC ROSSBY WAVES AND THEIR VERTICAL PROPAGATION

13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is

q D ˇy C ⇣ C
@

@z

✓
f0

N 2
b

◆
; (7.2)

where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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where r2 ⌘ .@2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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A particularly useful form of this arises after zonally averaging, after which (7.18) be-
comes
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The vector defined by
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is called the Eliassen-Palm flux,1 and its divergence, given by (7.20), gives the pole-
wards flux of potential vorticity:
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where rx � ⌘ .@=@y ; @=@z/ is the divergence in the meridional plane. Unless the mean-
ing is unclear, the subscript x on the meridional divergence will be dropped.

For reference, in spherical coordinates and for an ideal gas the EP flux is (see also
the appendix to chapter 12 on page 559):
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and multiplying by ⇢R and taking the divergence gives
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where ⇢R is a reference profile of density,

7.2.1 The Eliassen-Palm relation

On dividing by @q=@y and using (7.22), the enstrophy equation (7.10) becomes
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain

d
dt

Z

A

A dA D 0: (7.26)

In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
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boundary conditions on (7.3) are provided by the thermodynamic equation
@b
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C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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@t
C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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@t
C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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Fig. ??. We can see wavetrains emanating from both the Rockies and the Himalayas,
but distinct polewards and equatorwards wavetrains are hard to discern.

13.3 * BAROCLINIC ROSSBY WAVES AND THEIR VERTICAL PROPAGATION

13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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@t
C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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@t
C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.

7.2 The Eliassen-Palm Flux 315

A particularly useful form of this arises after zonally averaging, after which (7.18) be-
comes
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The vector defined by
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is called the Eliassen-Palm flux,1 and its divergence, given by (7.20), gives the pole-
wards flux of potential vorticity:
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where rx � ⌘ .@=@y ; @=@z/ is the divergence in the meridional plane. Unless the mean-
ing is unclear, the subscript x on the meridional divergence will be dropped.

For reference, in spherical coordinates and for an ideal gas the EP flux is (see also
the appendix to chapter 12 on page 559):
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and multiplying by ⇢R and taking the divergence gives
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where ⇢R is a reference profile of density,

7.2.1 The Eliassen-Palm relation

On dividing by @q=@y and using (7.22), the enstrophy equation (7.10) becomes
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain

d
dt

Z

A

A dA D 0: (7.26)

In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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@t
C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.

312 Chapter 7. Wave–Mean Flow Interaction

situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:

@b

@t
C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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Fig. ??. We can see wavetrains emanating from both the Rockies and the Himalayas,
but distinct polewards and equatorwards wavetrains are hard to discern.

13.3 * BAROCLINIC ROSSBY WAVES AND THEIR VERTICAL PROPAGATION

13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,

@ 

@t
C J

✓
 ;
@ 

@z

◆
C

N 2

f0

w D 0; (13.49)

along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where D represents any nonconservative terms and the potential vorticity in a Boussi-
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.

7.2 The Eliassen-Palm Flux 315

A particularly useful form of this arises after zonally averaging, after which (7.18) be-
comes
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The vector defined by
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is called the Eliassen-Palm flux,1 and its divergence, given by (7.20), gives the pole-
wards flux of potential vorticity:
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where rx � ⌘ .@=@y ; @=@z/ is the divergence in the meridional plane. Unless the mean-
ing is unclear, the subscript x on the meridional divergence will be dropped.

For reference, in spherical coordinates and for an ideal gas the EP flux is (see also
the appendix to chapter 12 on page 559):
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and multiplying by ⇢R and taking the divergence gives
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where ⇢R is a reference profile of density,

7.2.1 The Eliassen-Palm relation

On dividing by @q=@y and using (7.22), the enstrophy equation (7.10) becomes
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain
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In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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is called the Eliassen-Palm flux,1 and its divergence, given by (7.20), gives the pole-
wards flux of potential vorticity:
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where ⇢R is a reference profile of density,
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation

@q
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C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2
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y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
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C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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where ⇢R is a reference profile of density,
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain
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In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.
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where r2 ⌘ .@2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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multiplied by f0 or N 2. The equations then become

@u

@t
D f0v �

@

@y
u0v0 C F ; (7.51a)

@b

@t
D �N 2w �

@

@y
v0b0 C J ; (7.51b)

where b is in thermal wind balance with u, f0@u=@z D �@b=@y (in the Boussinesq
approximation). One less-than-ideal aspect of these equations is that in the extratropics
the dominant balance is usually between the first two terms on the right-hand sides of
each equation, even in time-dependent cases. Thus, the Coriolis force closely balances
the divergence of the eddy momentum fluxes, and the advection of the mean stratifi-
cation (N 2w, or ‘adiabatic cooling’) often balances the convergence of eddy heat flux,
with heating being a small residual. This may lead to an underestimation of the im-
portance of diabatic heating, for this is ultimately responsible for the mean meridional
circulation. Thus, in the thermodynamic equation we might seek to combine the terms
N 2w and the eddy flux into a single total (or ‘residual’) heat transport term that in a
steady state is balanced by the diabatic term J . The TEM provides this reformulation,
and in doing so the eddy terms in the momentum equation also take a different form.

To begin, note that because v andw are related by mass conservation, we can define
a mean meridional streamfunction  m such that

.v; w/ D

✓
�
@ m

@z
;
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Then, if we define a ‘residual’ streamfunction by
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the components of the residual mean meridional circulation are given by
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Note that by construction, the residual overturning circulation satisfies
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@y
C
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Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms
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; (7.57)
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Fig. ??. We can see wavetrains emanating from both the Rockies and the Himalayas,
but distinct polewards and equatorwards wavetrains are hard to discern.

13.3 * BAROCLINIC ROSSBY WAVES AND THEIR VERTICAL PROPAGATION

13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
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C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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A particularly useful form of this arises after zonally averaging, after which (7.18) be-
comes
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The vector defined by
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is called the Eliassen-Palm flux,1 and its divergence, given by (7.20), gives the pole-
wards flux of potential vorticity:

v0q0 D rx �F; (7.22)

where rx � ⌘ .@=@y ; @=@z/ is the divergence in the meridional plane. Unless the mean-
ing is unclear, the subscript x on the meridional divergence will be dropped.

For reference, in spherical coordinates and for an ideal gas the EP flux is (see also
the appendix to chapter 12 on page 559):
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where ⇢R is a reference profile of density,

7.2.1 The Eliassen-Palm relation

On dividing by @q=@y and using (7.22), the enstrophy equation (7.10) becomes
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain

d
dt

Z

A

A dA D 0: (7.26)

In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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and multiplying by ⇢R and taking the divergence gives
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where ⇢R is a reference profile of density,

7.2.1 The Eliassen-Palm relation

On dividing by @q=@y and using (7.22), the enstrophy equation (7.10) becomes
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where
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain

d
dt

Z

A

A dA D 0: (7.26)

In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation

@q

@t
C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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⇢sb=N

2
�
.]

We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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v0q0 D �
@

@y
u0v0 C

@

@z

✓
f0

N 2
v0b0

◆
: (7.20)
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is called the Eliassen-Palm flux,1 and its divergence, given by (7.20), gives the pole-
wards flux of potential vorticity:
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where ⇢R is a reference profile of density,
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain
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In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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multiplied by f0 or N 2. The equations then become

@u
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D f0v �
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@y
u0v0 C F ; (7.51a)

@b

@t
D �N 2w �

@

@y
v0b0 C J ; (7.51b)

where b is in thermal wind balance with u, f0@u=@z D �@b=@y (in the Boussinesq
approximation). One less-than-ideal aspect of these equations is that in the extratropics
the dominant balance is usually between the first two terms on the right-hand sides of
each equation, even in time-dependent cases. Thus, the Coriolis force closely balances
the divergence of the eddy momentum fluxes, and the advection of the mean stratifi-
cation (N 2w, or ‘adiabatic cooling’) often balances the convergence of eddy heat flux,
with heating being a small residual. This may lead to an underestimation of the im-
portance of diabatic heating, for this is ultimately responsible for the mean meridional
circulation. Thus, in the thermodynamic equation we might seek to combine the terms
N 2w and the eddy flux into a single total (or ‘residual’) heat transport term that in a
steady state is balanced by the diabatic term J . The TEM provides this reformulation,
and in doing so the eddy terms in the momentum equation also take a different form.

To begin, note that because v andw are related by mass conservation, we can define
a mean meridional streamfunction  m such that
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Then, if we define a ‘residual’ streamfunction by
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the components of the residual mean meridional circulation are given by
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Note that by construction, the residual overturning circulation satisfies
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C
@w⇤

@z
D 0: (7.56)

Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms
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; (7.57)
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Note that by construction, the residual overturning circulation satisfies
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation

@q

@t
C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is

q D ˇy C ⇣ C
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✓
f0

N 2
b

◆
; (7.2)

where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z

�
⇢sb=N

2
�
.]

We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:

@b

@t
C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
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the horizontal integral of q2 is conserved at every level.

320 Chapter 7. Wave–Mean Flow Interaction

multiplied by f0 or N 2. The equations then become
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u0v0 C F ; (7.51a)
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D �N 2w �
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v0b0 C J ; (7.51b)

where b is in thermal wind balance with u, f0@u=@z D �@b=@y (in the Boussinesq
approximation). One less-than-ideal aspect of these equations is that in the extratropics
the dominant balance is usually between the first two terms on the right-hand sides of
each equation, even in time-dependent cases. Thus, the Coriolis force closely balances
the divergence of the eddy momentum fluxes, and the advection of the mean stratifi-
cation (N 2w, or ‘adiabatic cooling’) often balances the convergence of eddy heat flux,
with heating being a small residual. This may lead to an underestimation of the im-
portance of diabatic heating, for this is ultimately responsible for the mean meridional
circulation. Thus, in the thermodynamic equation we might seek to combine the terms
N 2w and the eddy flux into a single total (or ‘residual’) heat transport term that in a
steady state is balanced by the diabatic term J . The TEM provides this reformulation,
and in doing so the eddy terms in the momentum equation also take a different form.

To begin, note that because v andw are related by mass conservation, we can define
a mean meridional streamfunction  m such that
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Then, if we define a ‘residual’ streamfunction by
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the components of the residual mean meridional circulation are given by
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Note that by construction, the residual overturning circulation satisfies
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C
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D 0: (7.56)

Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms
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D f0v

⇤ C v0q0 C F
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@t
D �N 2w⇤ C J

; (7.57)
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Note that by construction, the residual overturning circulation satisfies
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Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms

@u

@t
D f0v

⇤ C v0q0 C F

@b

@t
D �N 2w⇤ C J

; (7.57)

Vallis AOFD

576 Chapter 13. Zonally Asymmetries, Planetary Waves, Stratosphere

Fig. ??. We can see wavetrains emanating from both the Rockies and the Himalayas,
but distinct polewards and equatorwards wavetrains are hard to discern.

13.3 * BAROCLINIC ROSSBY WAVES AND THEIR VERTICAL PROPAGATION

13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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where r2 ⌘ .@2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b
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C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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A particularly useful form of this arises after zonally averaging, after which (7.18) be-
comes
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The vector defined by
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is called the Eliassen-Palm flux,1 and its divergence, given by (7.20), gives the pole-
wards flux of potential vorticity:

v0q0 D rx �F; (7.22)

where rx � ⌘ .@=@y ; @=@z/ is the divergence in the meridional plane. Unless the mean-
ing is unclear, the subscript x on the meridional divergence will be dropped.

For reference, in spherical coordinates and for an ideal gas the EP flux is (see also
the appendix to chapter 12 on page 559):
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and multiplying by ⇢R and taking the divergence gives
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where ⇢R is a reference profile of density,

7.2.1 The Eliassen-Palm relation

On dividing by @q=@y and using (7.22), the enstrophy equation (7.10) becomes
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where
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain

d
dt

Z

A

A dA D 0: (7.26)

In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
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in the absence of topography and Ekman friction, and if J is also zero the boundary
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multiplied by f0 or N 2. The equations then become

@u

@t
D f0v �

@

@y
u0v0 C F ; (7.51a)

@b

@t
D �N 2w �

@

@y
v0b0 C J ; (7.51b)

where b is in thermal wind balance with u, f0@u=@z D �@b=@y (in the Boussinesq
approximation). One less-than-ideal aspect of these equations is that in the extratropics
the dominant balance is usually between the first two terms on the right-hand sides of
each equation, even in time-dependent cases. Thus, the Coriolis force closely balances
the divergence of the eddy momentum fluxes, and the advection of the mean stratifi-
cation (N 2w, or ‘adiabatic cooling’) often balances the convergence of eddy heat flux,
with heating being a small residual. This may lead to an underestimation of the im-
portance of diabatic heating, for this is ultimately responsible for the mean meridional
circulation. Thus, in the thermodynamic equation we might seek to combine the terms
N 2w and the eddy flux into a single total (or ‘residual’) heat transport term that in a
steady state is balanced by the diabatic term J . The TEM provides this reformulation,
and in doing so the eddy terms in the momentum equation also take a different form.

To begin, note that because v andw are related by mass conservation, we can define
a mean meridional streamfunction  m such that
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;
@ m
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◆
: (7.52)

Then, if we define a ‘residual’ streamfunction by
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N 2
v0b0 (7.53)

the components of the residual mean meridional circulation are given by
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Note that by construction, the residual overturning circulation satisfies

@v⇤

@y
C
@w⇤

@z
D 0: (7.56)

Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms

@u

@t
D f0v

⇤ C v0q0 C F

@b

@t
D �N 2w⇤ C J

; (7.57)
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation

@q

@t
C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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.]

We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:

@b

@t
C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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multiplied by f0 or N 2. The equations then become
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where b is in thermal wind balance with u, f0@u=@z D �@b=@y (in the Boussinesq
approximation). One less-than-ideal aspect of these equations is that in the extratropics
the dominant balance is usually between the first two terms on the right-hand sides of
each equation, even in time-dependent cases. Thus, the Coriolis force closely balances
the divergence of the eddy momentum fluxes, and the advection of the mean stratifi-
cation (N 2w, or ‘adiabatic cooling’) often balances the convergence of eddy heat flux,
with heating being a small residual. This may lead to an underestimation of the im-
portance of diabatic heating, for this is ultimately responsible for the mean meridional
circulation. Thus, in the thermodynamic equation we might seek to combine the terms
N 2w and the eddy flux into a single total (or ‘residual’) heat transport term that in a
steady state is balanced by the diabatic term J . The TEM provides this reformulation,
and in doing so the eddy terms in the momentum equation also take a different form.

To begin, note that because v andw are related by mass conservation, we can define
a mean meridional streamfunction  m such that
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Then, if we define a ‘residual’ streamfunction by
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the components of the residual mean meridional circulation are given by
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Note that by construction, the residual overturning circulation satisfies
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Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms
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; (7.57)
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Fig. ??. We can see wavetrains emanating from both the Rockies and the Himalayas,
but distinct polewards and equatorwards wavetrains are hard to discern.

13.3 * BAROCLINIC ROSSBY WAVES AND THEIR VERTICAL PROPAGATION

13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and

312 Chapter 7. Wave–Mean Flow Interaction

situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation

@q

@t
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where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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.]

We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
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where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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A particularly useful form of this arises after zonally averaging, after which (7.18) be-
comes
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The vector defined by
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is called the Eliassen-Palm flux,1 and its divergence, given by (7.20), gives the pole-
wards flux of potential vorticity:

v0q0 D rx �F; (7.22)

where rx � ⌘ .@=@y ; @=@z/ is the divergence in the meridional plane. Unless the mean-
ing is unclear, the subscript x on the meridional divergence will be dropped.

For reference, in spherical coordinates and for an ideal gas the EP flux is (see also
the appendix to chapter 12 on page 559):
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r �⇢RF D
�⇢R

a cos#
@

@#
.u0v0 cos2 #/C

@

@z

 
⇢Rf0

@
z
✓
v0✓ 0 cos#

!
D ⇢R cos#v0q0 : (7.24)

where ⇢R is a reference profile of density,

7.2.1 The Eliassen-Palm relation

On dividing by @q=@y and using (7.22), the enstrophy equation (7.10) becomes
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain

d
dt
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A dA D 0: (7.26)

In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.
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where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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where ⇢R is a reference profile of density,
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain
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In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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multiplied by f0 or N 2. The equations then become
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u0v0 C F ; (7.51a)
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@y
v0b0 C J ; (7.51b)

where b is in thermal wind balance with u, f0@u=@z D �@b=@y (in the Boussinesq
approximation). One less-than-ideal aspect of these equations is that in the extratropics
the dominant balance is usually between the first two terms on the right-hand sides of
each equation, even in time-dependent cases. Thus, the Coriolis force closely balances
the divergence of the eddy momentum fluxes, and the advection of the mean stratifi-
cation (N 2w, or ‘adiabatic cooling’) often balances the convergence of eddy heat flux,
with heating being a small residual. This may lead to an underestimation of the im-
portance of diabatic heating, for this is ultimately responsible for the mean meridional
circulation. Thus, in the thermodynamic equation we might seek to combine the terms
N 2w and the eddy flux into a single total (or ‘residual’) heat transport term that in a
steady state is balanced by the diabatic term J . The TEM provides this reformulation,
and in doing so the eddy terms in the momentum equation also take a different form.

To begin, note that because v andw are related by mass conservation, we can define
a mean meridional streamfunction  m such that
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Then, if we define a ‘residual’ streamfunction by
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the components of the residual mean meridional circulation are given by
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Note that by construction, the residual overturning circulation satisfies
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Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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approximation). One less-than-ideal aspect of these equations is that in the extratropics
the dominant balance is usually between the first two terms on the right-hand sides of
each equation, even in time-dependent cases. Thus, the Coriolis force closely balances
the divergence of the eddy momentum fluxes, and the advection of the mean stratifi-
cation (N 2w, or ‘adiabatic cooling’) often balances the convergence of eddy heat flux,
with heating being a small residual. This may lead to an underestimation of the im-
portance of diabatic heating, for this is ultimately responsible for the mean meridional
circulation. Thus, in the thermodynamic equation we might seek to combine the terms
N 2w and the eddy flux into a single total (or ‘residual’) heat transport term that in a
steady state is balanced by the diabatic term J . The TEM provides this reformulation,
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Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms
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@b

@t
D �N 2w⇤ C J

; (7.57)
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multiplied by f0 or N 2. The equations then become
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where b is in thermal wind balance with u, f0@u=@z D �@b=@y (in the Boussinesq
approximation). One less-than-ideal aspect of these equations is that in the extratropics
the dominant balance is usually between the first two terms on the right-hand sides of
each equation, even in time-dependent cases. Thus, the Coriolis force closely balances
the divergence of the eddy momentum fluxes, and the advection of the mean stratifi-
cation (N 2w, or ‘adiabatic cooling’) often balances the convergence of eddy heat flux,
with heating being a small residual. This may lead to an underestimation of the im-
portance of diabatic heating, for this is ultimately responsible for the mean meridional
circulation. Thus, in the thermodynamic equation we might seek to combine the terms
N 2w and the eddy flux into a single total (or ‘residual’) heat transport term that in a
steady state is balanced by the diabatic term J . The TEM provides this reformulation,
and in doing so the eddy terms in the momentum equation also take a different form.

To begin, note that because v andw are related by mass conservation, we can define
a mean meridional streamfunction  m such that

.v; w/ D

✓
�
@ m

@z
;
@ m

@y

◆
: (7.52)

Then, if we define a ‘residual’ streamfunction by
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the components of the residual mean meridional circulation are given by
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Note that by construction, the residual overturning circulation satisfies
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Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms
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Fig. ??. We can see wavetrains emanating from both the Rockies and the Himalayas,
but distinct polewards and equatorwards wavetrains are hard to discern.

13.3 * BAROCLINIC ROSSBY WAVES AND THEIR VERTICAL PROPAGATION

13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is

@q

@t
C J. ; q/ D 0; q D r2 C f C

f 2
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✓
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; (13.45)

where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let

 D �u.z/y C  0; (13.46)

and obtain
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or equivalently, in terms of streamfunction,
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(13.48)

The lower boundary is obtained using the thermodynamic equation,

@ 

@t
C J

✓
 ;
@ 

@z

◆
C

N 2

f0

w D 0; (13.49)

along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation

@q

@t
C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is

q D ˇy C ⇣ C
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✓
f0

N 2
b

◆
; (7.2)

where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z

�
⇢sb=N

2
�
.]

We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:

@b

@t
C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:

d yE

dt
D 0; yE D

Z

V

.r /2 C
f 2

0

N 2

✓
@ 

@z

◆2

dV;

d yZ
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D 0; yZ D

Z

V

q2 dV:

(7.6)

where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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The equations of motion governing the mean fields are the zonally averaged mo-
mentum and thermodynamic equations, which in residual form may be written as

@u

@t
� f0v

⇤ D r �F C F ; (13.84a)

@✓

@t
C
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@z
w⇤ D J (13.84b)

where F represents frictional effects (for example, due to small scale turbulence) and J

represents heating, and on the ˇ-plane the residual velocities are related to the Eulerian
means by
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The vector F is the Eliassen-Palm flux, and this is related to the meridional flux of
potential vorticity by r � F D v0q0 . The wave activity itself obeys the Eliassen-Palm
relation

@A
@t

C r �F D D; (13.86)

where A is the wave activity, F its flux and D its dissipation.
Now, in the stratosphere baroclinic instability is relatively weak, certainly compared

to the troposphere (e.g., Fig. 6.21), and the main source of wave activity is upward prop-
agation from the turbulent troposphere. From the autumn to the spring, the zonal wind
in the stratosphere is generally receptive to planetary-scale Rossby waves propagating
up from the troposphere (Fig. 13.7), although in at high latitudes in winter there may
be a period when the eastward zonal winds are too strong for waves to propagate. If
these waves break in the stratosphere then there will be an enstrophy flux to small scales
and dissipation. In a quasi-statistically-steady state and with small frictional effects the
dominant balance in the zonal momentum equation (13.84a) is

� f0v
⇤ ⇡ v0q0 ; (13.87)

where v⇤ is the residual velocity and the potential vorticity flux on the right-hand side is
induced by the Rossby wave breaking. In dissipative regions the zonally-averaged po-
tential vorticity flux will tend to be down its mean gradient and, if the potential vorticity
gradient is polewards (largely because of the ˇ-effect), the residual velocity will be pos-
itive if f0 is positive. That is, the residual flow will be polewards, in both hemispheres,
and the mechanism giving rise to this is called the ‘Rossby wave pump.’ Put another
way, Rossby waves propagating up from the troposphere break and deposit westward
momentum in the stratosphere, and this ‘wave drag’ is largely balanced by the Coriolis
force on the residual meridional circulation.

This meridional circulation is weakest in summer mainly because linear Rossby
waves cannot propagate upwards through the westward mean winds, as illustrated in
Fig. 13.15. It is quite striking how the EP vectors avoid the region of westward winds in

wave forcing
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A particularly useful form of this arises after zonally averaging, after which (7.18) be-
comes

v0q0 D �
@

@y
u0v0 C

@

@z

✓
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v0b0

◆
: (7.20)

The vector defined by

F ⌘ �u0v0 j C
f0

N 2
v0b0 k (7.21)

is called the Eliassen-Palm flux,1 and its divergence, given by (7.20), gives the pole-
wards flux of potential vorticity:

v0q0 D rx �F; (7.22)

where rx � ⌘ .@=@y ; @=@z/ is the divergence in the meridional plane. Unless the mean-
ing is unclear, the subscript x on the meridional divergence will be dropped.

For reference, in spherical coordinates and for an ideal gas the EP flux is (see also
the appendix to chapter 12 on page 559):
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and multiplying by ⇢R and taking the divergence gives
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where ⇢R is a reference profile of density,

7.2.1 The Eliassen-Palm relation

On dividing by @q=@y and using (7.22), the enstrophy equation (7.10) becomes
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@t

C r �F D D ; (7.25a)

where

A D
q02

2@q=@y
; D D

D0q0

@q=@y
(7.25b)

Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain

d
dt

Z

A

A dA D 0: (7.26)

In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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where ⇢R is a reference profile of density,
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On dividing by @q=@y and using (7.22), the enstrophy equation (7.10) becomes
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain
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In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation

@q

@t
C J. ; q/ D D (7.1)

where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b
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C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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For reference, in spherical coordinates and for an ideal gas the EP flux is (see also
the appendix to chapter 12 on page 559):
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and multiplying by ⇢R and taking the divergence gives
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where ⇢R is a reference profile of density,

7.2.1 The Eliassen-Palm relation

On dividing by @q=@y and using (7.22), the enstrophy equation (7.10) becomes
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain

d
dt
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A

A dA D 0: (7.26)

In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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multiplied by f0 or N 2. The equations then become
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u0v0 C F ; (7.51a)
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v0b0 C J ; (7.51b)

where b is in thermal wind balance with u, f0@u=@z D �@b=@y (in the Boussinesq
approximation). One less-than-ideal aspect of these equations is that in the extratropics
the dominant balance is usually between the first two terms on the right-hand sides of
each equation, even in time-dependent cases. Thus, the Coriolis force closely balances
the divergence of the eddy momentum fluxes, and the advection of the mean stratifi-
cation (N 2w, or ‘adiabatic cooling’) often balances the convergence of eddy heat flux,
with heating being a small residual. This may lead to an underestimation of the im-
portance of diabatic heating, for this is ultimately responsible for the mean meridional
circulation. Thus, in the thermodynamic equation we might seek to combine the terms
N 2w and the eddy flux into a single total (or ‘residual’) heat transport term that in a
steady state is balanced by the diabatic term J . The TEM provides this reformulation,
and in doing so the eddy terms in the momentum equation also take a different form.

To begin, note that because v andw are related by mass conservation, we can define
a mean meridional streamfunction  m such that
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Then, if we define a ‘residual’ streamfunction by
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the components of the residual mean meridional circulation are given by
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Note that by construction, the residual overturning circulation satisfies
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Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms

@u

@t
D f0v

⇤ C v0q0 C F

@b

@t
D �N 2w⇤ C J

; (7.57)
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Note that by construction, the residual overturning circulation satisfies
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b
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C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
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multiplied by f0 or N 2. The equations then become

@u

@t
D f0v �
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@y
u0v0 C F ; (7.51a)

@b

@t
D �N 2w �

@

@y
v0b0 C J ; (7.51b)

where b is in thermal wind balance with u, f0@u=@z D �@b=@y (in the Boussinesq
approximation). One less-than-ideal aspect of these equations is that in the extratropics
the dominant balance is usually between the first two terms on the right-hand sides of
each equation, even in time-dependent cases. Thus, the Coriolis force closely balances
the divergence of the eddy momentum fluxes, and the advection of the mean stratifi-
cation (N 2w, or ‘adiabatic cooling’) often balances the convergence of eddy heat flux,
with heating being a small residual. This may lead to an underestimation of the im-
portance of diabatic heating, for this is ultimately responsible for the mean meridional
circulation. Thus, in the thermodynamic equation we might seek to combine the terms
N 2w and the eddy flux into a single total (or ‘residual’) heat transport term that in a
steady state is balanced by the diabatic term J . The TEM provides this reformulation,
and in doing so the eddy terms in the momentum equation also take a different form.

To begin, note that because v andw are related by mass conservation, we can define
a mean meridional streamfunction  m such that

.v; w/ D

✓
�
@ m

@z
;
@ m

@y

◆
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Then, if we define a ‘residual’ streamfunction by
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the components of the residual mean meridional circulation are given by

.v⇤; w⇤/ D

✓
�
@ ⇤

@z
;
@ ⇤

@y

◆
; (7.54)
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Note that by construction, the residual overturning circulation satisfies

@v⇤
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C
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@z
D 0: (7.56)

Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms
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D f0v

⇤ C v0q0 C F
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@t
D �N 2w⇤ C J

; (7.57)
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Fig. ??. We can see wavetrains emanating from both the Rockies and the Himalayas,
but distinct polewards and equatorwards wavetrains are hard to discern.

13.3 * BAROCLINIC ROSSBY WAVES AND THEIR VERTICAL PROPAGATION

13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let

 D �u.z/y C  0; (13.46)

and obtain
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,

@ 

@t
C J
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◆
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N 2
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w D 0; (13.49)

along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where D represents any nonconservative terms and the potential vorticity in a Boussi-
nesq system is
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2

x
C @2

y
/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b

@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.

Eddy q’ flux is down gradient, 
, which means 

equatorward: 

➨ 

poleward B-D circulation

dq̄/dy ≈ β > 0
v′￼q′￼< 0

v̄* > 0

> 0
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The equations of motion governing the mean fields are the zonally averaged mo-
mentum and thermodynamic equations, which in residual form may be written as

@u

@t
� f0v

⇤ D r �F C F ; (13.84a)
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@z
w⇤ D J (13.84b)

where F represents frictional effects (for example, due to small scale turbulence) and J

represents heating, and on the ˇ-plane the residual velocities are related to the Eulerian
means by
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The vector F is the Eliassen-Palm flux, and this is related to the meridional flux of
potential vorticity by r � F D v0q0 . The wave activity itself obeys the Eliassen-Palm
relation

@A
@t

C r �F D D; (13.86)

where A is the wave activity, F its flux and D its dissipation.
Now, in the stratosphere baroclinic instability is relatively weak, certainly compared

to the troposphere (e.g., Fig. 6.21), and the main source of wave activity is upward prop-
agation from the turbulent troposphere. From the autumn to the spring, the zonal wind
in the stratosphere is generally receptive to planetary-scale Rossby waves propagating
up from the troposphere (Fig. 13.7), although in at high latitudes in winter there may
be a period when the eastward zonal winds are too strong for waves to propagate. If
these waves break in the stratosphere then there will be an enstrophy flux to small scales
and dissipation. In a quasi-statistically-steady state and with small frictional effects the
dominant balance in the zonal momentum equation (13.84a) is

� f0v
⇤ ⇡ v0q0 ; (13.87)

where v⇤ is the residual velocity and the potential vorticity flux on the right-hand side is
induced by the Rossby wave breaking. In dissipative regions the zonally-averaged po-
tential vorticity flux will tend to be down its mean gradient and, if the potential vorticity
gradient is polewards (largely because of the ˇ-effect), the residual velocity will be pos-
itive if f0 is positive. That is, the residual flow will be polewards, in both hemispheres,
and the mechanism giving rise to this is called the ‘Rossby wave pump.’ Put another
way, Rossby waves propagating up from the troposphere break and deposit westward
momentum in the stratosphere, and this ‘wave drag’ is largely balanced by the Coriolis
force on the residual meridional circulation.

This meridional circulation is weakest in summer mainly because linear Rossby
waves cannot propagate upwards through the westward mean winds, as illustrated in
Fig. 13.15. It is quite striking how the EP vectors avoid the region of westward winds in

wave forcing
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A particularly useful form of this arises after zonally averaging, after which (7.18) be-
comes
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The vector defined by

F ⌘ �u0v0 j C
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N 2
v0b0 k (7.21)

is called the Eliassen-Palm flux,1 and its divergence, given by (7.20), gives the pole-
wards flux of potential vorticity:

v0q0 D rx �F; (7.22)

where rx � ⌘ .@=@y ; @=@z/ is the divergence in the meridional plane. Unless the mean-
ing is unclear, the subscript x on the meridional divergence will be dropped.

For reference, in spherical coordinates and for an ideal gas the EP flux is (see also
the appendix to chapter 12 on page 559):
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and multiplying by ⇢R and taking the divergence gives
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where ⇢R is a reference profile of density,

7.2.1 The Eliassen-Palm relation

On dividing by @q=@y and using (7.22), the enstrophy equation (7.10) becomes
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where
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Eq. (7.25a) is known as the Eliassen-Palm relation, and it is a conservation law for the
the wave activity density A, for if we integrate this expression over a meridional area
A bounded by walls where the eddy activity vanishes, and if D D 0, we obtain

d
dt

Z

A

A dA D 0: (7.26)

In general, a wave activity is a quantity that is quadratic in the amplitude of the pertur-
bation and that is conserved in the absence of forcing and dissipation. More specifically,
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multiplied by f0 or N 2. The equations then become
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where b is in thermal wind balance with u, f0@u=@z D �@b=@y (in the Boussinesq
approximation). One less-than-ideal aspect of these equations is that in the extratropics
the dominant balance is usually between the first two terms on the right-hand sides of
each equation, even in time-dependent cases. Thus, the Coriolis force closely balances
the divergence of the eddy momentum fluxes, and the advection of the mean stratifi-
cation (N 2w, or ‘adiabatic cooling’) often balances the convergence of eddy heat flux,
with heating being a small residual. This may lead to an underestimation of the im-
portance of diabatic heating, for this is ultimately responsible for the mean meridional
circulation. Thus, in the thermodynamic equation we might seek to combine the terms
N 2w and the eddy flux into a single total (or ‘residual’) heat transport term that in a
steady state is balanced by the diabatic term J . The TEM provides this reformulation,
and in doing so the eddy terms in the momentum equation also take a different form.

To begin, note that because v andw are related by mass conservation, we can define
a mean meridional streamfunction  m such that
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Then, if we define a ‘residual’ streamfunction by

 ⇤ ⌘  m C
1

N 2
v0b0 (7.53)

the components of the residual mean meridional circulation are given by
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Note that by construction, the residual overturning circulation satisfies
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Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
tions then take the simple forms

@u

@t
D f0v

⇤ C v0q0 C F

@b

@t
D �N 2w⇤ C J

; (7.57)

312 Chapter 7. Wave–Mean Flow Interaction

situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.
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To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z

�
⇢sb=N

2
�
.]

We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are

⇣ D r2 ; b D f0

@ 

@z
; q D ˇy C

"
r2 C

@

@z

 
f 2

0

N 2

@

@z

!#
 : (7.3)

where r2 ⌘ .@2

x
C @2

y
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boundary conditions on (7.3) are provided by the thermodynamic equation
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where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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multiplied by f0 or N 2. The equations then become
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where b is in thermal wind balance with u, f0@u=@z D �@b=@y (in the Boussinesq
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Then, if we define a ‘residual’ streamfunction by

 ⇤ ⌘  m C
1

N 2
v0b0 (7.53)

the components of the residual mean meridional circulation are given by
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Note that by construction, the residual overturning circulation satisfies
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Substituting (7.55) into (7.51a) and (7.51b) the zonal momentum and buoyancy equa-
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.

7.1 QUASI-GEOSTROPHIC PRELIMINARIES

To fix our dynamical system and our notation, we write down the quasi-geostrophic
potential vorticity equation
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where D represents any nonconservative terms and the potential vorticity in a Boussi-
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where ⇣ is the relative vorticity and b is the buoyancy perturbation from the background
state characterized by N 2, where N 2 D dzb=dz where zb is a reference profile. [In an
ideal gas we have very similar equations, but with q D ˇyC⇣C.f0=⇢s/@=@z
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We will refer to lines of constant b as isentropes (and also sometimes loosely refer to b

as the temperature). In terms of streamfunction, the variables are
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where r2 ⌘ .@2
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
@b
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C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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situations, and to suggest diagnostics that might be used to analyze both observations
and numerical solutions of the fully nonlinear problem. We will almost exclusively
concern ourselves with a zonal mean, for this is the simplest and often most useful case
because of the presence of periodic boundary conditions. (With care some of our results
can be extended to the case of a temporal mean.) We will also be mainly concerned with
quasi-geostrophic dynamics on a ˇ-plane.
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To fix our dynamical system and our notation, we write down the quasi-geostrophic
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/. The potential vorticity equation holds in the fluid interior; the

boundary conditions on (7.3) are provided by the thermodynamic equation
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@t
C J. ; b/C wN 2 D J; (7.4)

where J represents heating terms. The vertical velocity at the boundary, w, is zero
in the absence of topography and Ekman friction, and if J is also zero the boundary
condition is just:
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C J. ; b/ D 0: (7.5)

Equations (7.1) and (7.5) are the evolution equations for the sytem and if both D and J

are zero they conserve both the total energy and the total enstrophy:
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where V is a volume bounded by surfaces at which the normal velocity is zero, or that
has periodic boundary conditions. The enstrophy is also conserved layerwise — that is,
the horizontal integral of q2 is conserved at every level.
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Fig. ??. We can see wavetrains emanating from both the Rockies and the Himalayas,
but distinct polewards and equatorwards wavetrains are hard to discern.

13.3 * BAROCLINIC ROSSBY WAVES AND THEIR VERTICAL PROPAGATION

13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let

 D �u.z/y C  0; (13.46)

and obtain

@q0

@t
C u

@q0

@x
C v0 @q

@y
D 0;

@q

@y
D ˇ �

f 2

0

⇢R

@

@z

✓
⇢R

N 2

@u

@z

◆
: (13.47)

or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,

@ 

@t
C J

✓
 ;
@ 

@z

◆
C

N 2

f0

w D 0; (13.49)

along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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✓
@

@t
C u

@

@x

◆"
r2 0 C

f 2

0

⇢R

@

@z

✓
⇢R

N 2

@ 0

@z

◆#

C
@ 0

@x

"
ˇ �

f 2

0

⇢R

@

@z

✓
⇢R

N 2

@u

@z

◆#
D 0:

(13.48)

The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is
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where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
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model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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the effects are taken to be additive. Linearizing the thermodynamic equation about the
zonal flow and using (13.50) gives
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Solution

We look for solutions of (13.47) and (13.51) in the form
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in the interior, and the boundary condition
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as well as a radiation condition at plus infinity (and we must have that ⇢0 
2 be finite).

Let us simplify by considering the case of constant u and N 2 and setting r D 0. We
then let
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Oscillating Waves

From (13.56b) we obtain the dispersion relation for Rossby waves, namely

! D uk �
ˇk

K2 C � 2 C m2f 2

0
=N 2

: (13.58)

The three components of the group velocity for these waves are:
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as well as a radiation condition at plus infinity (and we must have that ⇢0 
2 be finite).

Let us simplify by considering the case of constant u and N 2 and setting r D 0. We
then let
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as well as a radiation condition at plus infinity (and we must have that ⇢0 
2 be finite).

Let us simplify by considering the case of constant u and N 2 and setting r D 0. We
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From (13.56b) we obtain the dispersion relation for Rossby waves, namely
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Fig. ??. We can see wavetrains emanating from both the Rockies and the Himalayas,
but distinct polewards and equatorwards wavetrains are hard to discern.

13.3 * BAROCLINIC ROSSBY WAVES AND THEIR VERTICAL PROPAGATION

13.3.1 Forced and stationary waves in the atmosphere

Now consider the vertical propagation of Rossby waves in a stratified atmosphere. We
will continue to use the stratified quasi-geostrophic equations, but we now allow the
model to be compressible and semi-infinite, extending from z D 0 to 1. The potential
vorticity equation again describes motion in the fluid interior, with a surface boundary
condition of vertical velocity being determined by the thermodynamic equation, and
the upper boundary condition being determined by a radiation condition. Guided by
the barotropic problem, we will allow for the possibility of Ekman friction and topog-
raphy at the surface, but otherwise the flow is presumed inviscid and adiabatic. We will
proceed using standard height coordinates.11 The potential vorticity equation is
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where we take ⇢R D ⇢0e�z=H where H is a specified density scale height, typically
RT .0/=g. We linearize this equation about a zonal wind that depends only on z; that
is, we let
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or equivalently, in terms of streamfunction,
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The lower boundary is obtained using the thermodynamic equation,
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along with an equation for the vertical velocity, w, at the lower boundary. This is

w D u � rhb C r⇣ (13.50)

where two terms represent the kinematic contribution to vertical velocity due to flow
over topography and the contribution from Ekman pumping, with r a constant, and
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the effects are taken to be additive. Linearizing the thermodynamic equation about the
zonal flow and using (13.50) gives
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Solution

We look for solutions of (13.47) and (13.51) in the form
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in the interior, and the boundary condition
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as well as a radiation condition at plus infinity (and we must have that ⇢0 
2 be finite).

Let us simplify by considering the case of constant u and N 2 and setting r D 0. We
then let
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From (13.56b) we obtain the dispersion relation for Rossby waves, namely
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as well as a radiation condition at plus infinity (and we must have that ⇢0 
2 be finite).

Let us simplify by considering the case of constant u and N 2 and setting r D 0. We
then let
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From (13.56b) we obtain the dispersion relation for Rossby waves, namely
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the effects are taken to be additive. Linearizing the thermodynamic equation about the
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as well as a radiation condition at plus infinity (and we must have that ⇢0 
2 be finite).

Let us simplify by considering the case of constant u and N 2 and setting r D 0. We
then let
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the effects are taken to be additive. Linearizing the thermodynamic equation about the
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as well as a radiation condition at plus infinity (and we must have that ⇢0 
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as well as a radiation condition at plus infinity (and we must have that ⇢0 
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vertical propagation: if m2 > 0
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Figure 13.7 The boundary between propagating and evanescent 
waves as a function of zonal wind & wavenumber, using (13.61), 
for N=2x10−2s−1,  ( ) corresponding to a scale height 
of 7 km (5.5 km); deformation radius NH/f of 1,400 km (1,100 km).
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The propagation in the horizontal is analogous to the propagation in a shallow water
model, although note that higher baroclinic modes (bigger m) will have a more west-
ward group velocity. The vertical group velocity is proportional to m, and therefore for
waves that are excited at the surface we must choose m to be positive, for positive k.

Stationary waves

Stationary waves have! D ck D 0. In this case (13.56) has a solution˚ D ˚0 exp.imz/
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Furthermore, m itself must be positive. As we noted, for non-steady waves we must
choose the sign of m to ensure that the group velocity, and hence the wave activity, is
directed away from the energy source. This must still hold as m ! 0, and therefore the
positive sign in (13.60) corresponds to the physically realizable solution.12

The condition m2 > 0 holds if

0 < u <
ˇ

K2 C � 2
: (13.61)

and this is illustrated in Fig. 13.7. Stationary, vertically oscillatory modes can exist
only for zonal flows that are eastward and that are less than the critical velocity Uc D
ˇ=.K2 C � 2/. To interpret this condition, note that in a resting medium the Rossby
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the effects are taken to be additive. Linearizing the thermodynamic equation about the
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as well as a radiation condition at plus infinity (and we must have that ⇢0 
2 be finite).

Let us simplify by considering the case of constant u and N 2 and setting r D 0. We
then let

˚.z/ D z .z/

✓
⇢R

⇢R.0/

◆1=2

D z .z/e�z=2H (13.55)

and obtain the interior equation

d2˚

dz2
C m2˚ D 0; where m2 D

N 2

f 2

0

✓
ˇ

u � c
� K2 � � 2

◆
; (13.56a,b)

and where � 2 D f 2

0
=.4N 2H 2/ D 1=.2Ld /

2 where Ld is the deformation radius. The
surface boundary condition is

.u � c/

✓
d˚
dz

C
˚

2H

◆
D �

N 2uhb

f0

at z D 0: (13.57)

Oscillating Waves
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in the interior, and the boundary condition
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as well as a radiation condition at plus infinity (and we must have that ⇢0 
2 be finite).

Let us simplify by considering the case of constant u and N 2 and setting r D 0. We
then let
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and obtain the interior equation
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2 where Ld is the deformation radius. The
surface boundary condition is
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Oscillating Waves

From (13.56b) we obtain the dispersion relation for Rossby waves, namely
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The three components of the group velocity for these waves are:
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vertical propagation: if m2 > 0
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produces a SST gradient that is quite weak, and the
temperature gradient has likely been stronger than this
throughout the Cenozoic era.4 Our point is not to simu-
late conditions from the Eocene or any other time pe-
riod directly. This study focuses on mechanisms, and we
therefore choose a very weak temperature gradient in
order to test the limits of the proposed dynamic feed-
back. If a temperature gradient this weak does not force
the stratosphere to a colder state conducive to large-
scale polar stratospheric cloud formation, a dynamic
response to the surface temperature gradient alone is
unlikely to have led it to such a state at any point when
a more moderate gradient existed.

We present two simulations using the same weak
temperature gradient, but they differ in the concentra-
tions of key longwave absorbers. One experiment re-
tains the present concentrations of carbon dioxide (355
ppm) and methane (1.714 ppm) while using the weak
surface temperature gradient specified by Eqs. (2) and
(3); we call this simulation “Weak Temperature Gradi-
ent.” The second warm climate experiment elevates
carbon dioxide to 1500 ppm and methane to 10 ppm
while using the weak temperature gradient shown in
Fig. 1, and we refer to it as “Radiation.” No other
changes were made: the topography and location of the

continents is constant and ozone concentrations are
specified for the present climate.5 Our presentation will
focus on the contrast between WTG and RAD and the
control run, Present, to assess how changes in the sur-
face temperature gradient affect the winter strato-
sphere. Because we impose SSTs, the model does not
require many years of integration to reach a steady
state. We integrated each of our experiments for 20
model years; the results presented in this paper are
from averages over the last 5 years of data.6

3. Thermodynamic structure of the polar
stratosphere

Given the limited concentrations of water vapor
present in the polar stratosphere, clouds at these alti-
tudes are restricted in size and thickness, particularly in
the Arctic owing to milder mean temperatures. To see
why large-scale clouds are not possible in the Arctic
vortex in the present climate, consider the observa-
tional data in Fig. 2a. Zonal and time-mean tempera-
tures from Rees et al. (1990) are plotted along the dot-
ted curve.7 These may drop to 200 K in the Arctic vor-
tex in the middle stratosphere, but this is far warmer
than the temperatures required for condensation of a
parcel of air containing 5 ppmv, the ambient concen-
tration of water in the polar stratosphere (e.g., Rems-
berg et al. 1984; Kent et al. 1986; MacKenzie et al. 1995)
(The temperatures and pressures at which a parcel of
air containing 5 ppmv of water vapor will be saturated
are shaded in dark gray). Thus, clouds in the present
stratosphere are confined to the smaller regions and
times when temperatures fall to the frost point.8 The
frost point temperature Tf is the temperature at which
ice saturation occurs:

e#!Tf" # e, !4"

4 Recent estimates from the Arctic Ocean suggest high-latitude
temperatures at the Late Paleocene Thermal Maximum may have
been as high as 23°C, with values as warm as 18°C common during
the Paleocene and Eocene epochs (Sluijs et al. 2006; Moran et al.
2006). Combined with tropical estimates from Pearson et al.
(2001), these latest reconstructions would suggest the pole-to-
equator temperature gradient was likely about 15°C during the
early Cenozoic.

5 We used the default ozone concentrations for CAM3; they
vary with latitude, season, and altitude.

6 Dickinson et al. (2006) analyzed output starting with the 11th
year of an integration of CAM3 and CLM3 when climatological
SSTs were imposed. We are interested in the mean climate state
of each simulation and average over five years of data; a longer
integration would be required for an examination of year-to-year
variability.

7 These data were compiled in 1986, and temperatures have
decreased in the stratosphere over the past few decades. Thomp-
son and Solomon (2005) found that Northern Hemisphere extra-
tropical stratospheric temperatures have cooled at the rate of
about 0.6 K decade$1 since 1979.

8 The frost point serves as the threshold temperature for Type
II clouds in the stratosphere, which are composed of ice crystals.
Type I clouds, which are composed of a nitric acid–water com-
pound, can form at temperatures about 3–4 K warmer than the
frost point (e.g., Carslaw et al. 1994).

FIG. 1. Zonal- and annual-mean SSTs prescribed in the simula-
tions. The gray bands show the temporal range of the zonal mean
SST.
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FIG. 1. Zonal- & annual-mean SSTs 
prescribed in the simulations. Gray bands 
show temporal range of zonal mean SST. 

3 runs: present-day, WTG with present-
day CO2, WTG with high CO2 (RAD)

wind balance requires !z u " #!yT) and reach a maxi-
mum at the stratopause. The middle-latitude tropo-
spheric jets are westerly in both hemispheres and reach
a maximum amplitude at the tropopause, between 200
and 250 hPa.

The zonal-mean zonal winds for December–Febru-

ary from the WTG simulation are plotted in Fig. 3c.
The stratospheric easterlies are stronger in WTG than
in Present, but the stratospheric westerlies (shaded in
gray) in the winter hemisphere are substantially weaker
in the lower stratosphere. This is a critical point because
the strength of the westerly jet determines what wave-

FIG. 3. (a) Zonal-mean zonal wind averaged over the last five Decembers, Januaries, and Februaries of Present;
westerly winds are shaded. (b) F̂ (arrows) and $ (shaded contours) in the Northern Hemisphere stratosphere of
Present; units of $ are 1015 m3. As in (a), (b) but for (c), (d) WTG and (e), (f) RAD.
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produces a SST gradient that is quite weak, and the
temperature gradient has likely been stronger than this
throughout the Cenozoic era.4 Our point is not to simu-
late conditions from the Eocene or any other time pe-
riod directly. This study focuses on mechanisms, and we
therefore choose a very weak temperature gradient in
order to test the limits of the proposed dynamic feed-
back. If a temperature gradient this weak does not force
the stratosphere to a colder state conducive to large-
scale polar stratospheric cloud formation, a dynamic
response to the surface temperature gradient alone is
unlikely to have led it to such a state at any point when
a more moderate gradient existed.

We present two simulations using the same weak
temperature gradient, but they differ in the concentra-
tions of key longwave absorbers. One experiment re-
tains the present concentrations of carbon dioxide (355
ppm) and methane (1.714 ppm) while using the weak
surface temperature gradient specified by Eqs. (2) and
(3); we call this simulation “Weak Temperature Gradi-
ent.” The second warm climate experiment elevates
carbon dioxide to 1500 ppm and methane to 10 ppm
while using the weak temperature gradient shown in
Fig. 1, and we refer to it as “Radiation.” No other
changes were made: the topography and location of the

continents is constant and ozone concentrations are
specified for the present climate.5 Our presentation will
focus on the contrast between WTG and RAD and the
control run, Present, to assess how changes in the sur-
face temperature gradient affect the winter strato-
sphere. Because we impose SSTs, the model does not
require many years of integration to reach a steady
state. We integrated each of our experiments for 20
model years; the results presented in this paper are
from averages over the last 5 years of data.6

3. Thermodynamic structure of the polar
stratosphere

Given the limited concentrations of water vapor
present in the polar stratosphere, clouds at these alti-
tudes are restricted in size and thickness, particularly in
the Arctic owing to milder mean temperatures. To see
why large-scale clouds are not possible in the Arctic
vortex in the present climate, consider the observa-
tional data in Fig. 2a. Zonal and time-mean tempera-
tures from Rees et al. (1990) are plotted along the dot-
ted curve.7 These may drop to 200 K in the Arctic vor-
tex in the middle stratosphere, but this is far warmer
than the temperatures required for condensation of a
parcel of air containing 5 ppmv, the ambient concen-
tration of water in the polar stratosphere (e.g., Rems-
berg et al. 1984; Kent et al. 1986; MacKenzie et al. 1995)
(The temperatures and pressures at which a parcel of
air containing 5 ppmv of water vapor will be saturated
are shaded in dark gray). Thus, clouds in the present
stratosphere are confined to the smaller regions and
times when temperatures fall to the frost point.8 The
frost point temperature Tf is the temperature at which
ice saturation occurs:
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4 Recent estimates from the Arctic Ocean suggest high-latitude
temperatures at the Late Paleocene Thermal Maximum may have
been as high as 23°C, with values as warm as 18°C common during
the Paleocene and Eocene epochs (Sluijs et al. 2006; Moran et al.
2006). Combined with tropical estimates from Pearson et al.
(2001), these latest reconstructions would suggest the pole-to-
equator temperature gradient was likely about 15°C during the
early Cenozoic.

5 We used the default ozone concentrations for CAM3; they
vary with latitude, season, and altitude.

6 Dickinson et al. (2006) analyzed output starting with the 11th
year of an integration of CAM3 and CLM3 when climatological
SSTs were imposed. We are interested in the mean climate state
of each simulation and average over five years of data; a longer
integration would be required for an examination of year-to-year
variability.

7 These data were compiled in 1986, and temperatures have
decreased in the stratosphere over the past few decades. Thomp-
son and Solomon (2005) found that Northern Hemisphere extra-
tropical stratospheric temperatures have cooled at the rate of
about 0.6 K decade$1 since 1979.

8 The frost point serves as the threshold temperature for Type
II clouds in the stratosphere, which are composed of ice crystals.
Type I clouds, which are composed of a nitric acid–water com-
pound, can form at temperatures about 3–4 K warmer than the
frost point (e.g., Carslaw et al. 1994).

FIG. 1. Zonal- and annual-mean SSTs prescribed in the simula-
tions. The gray bands show the temporal range of the zonal mean
SST.
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a maximum amplitude at the tropopause, between 200
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The zonal-mean zonal winds for December–Febru-

ary from the WTG simulation are plotted in Fig. 3c.
The stratospheric easterlies are stronger in WTG than
in Present, but the stratospheric westerlies (shaded in
gray) in the winter hemisphere are substantially weaker
in the lower stratosphere. This is a critical point because
the strength of the westerly jet determines what wave-

FIG. 3. (a) Zonal-mean zonal wind averaged over the last five Decembers, Januaries, and Februaries of Present;
westerly winds are shaded. (b) F̂ (arrows) and $ (shaded contours) in the Northern Hemisphere stratosphere of
Present; units of $ are 1015 m3. As in (a), (b) but for (c), (d) WTG and (e), (f) RAD.
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tures in the polar vortex, and changes to surface topog-
raphy and the stratification and mean wind structure of
the middle atmosphere may yet influence how the polar
stratosphere evolved at particular periods during the
geologic past.

Because the intensity of the residual circulation in-
creased in both of the simulations with a weak surface
temperature gradient, the temperatures in the middle-
and high-latitude stratosphere did not cool toward their
radiative equilibrium values. Indeed the remarkable

FIG. 4. Amplitude of wavenumber 1 (normalized by !p/po to compensate for increasing amplitudes with
decreasing density) in (a) Present and (b) RAD computed from data averaged over the last five Decembers,
Januaries, and Februaries; units are in m. As in (a), (b) but for (c), (d) wavenumber 2 and (e), (f) wavenumber 3.
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similarity in the zonal-mean time-mean soundings
shown in Fig. 2 seems consistent with the intensity of
the dynamic forcing. In the next section, we examine
the propagation of these waves through the tropo-
sphere and consider the energy characteristics of the
simulations.

c. Wave propagation and energy

We calculated a complete energy budget for the full
atmosphere and, separately, for the stratosphere
(bounded below by the 100-hPa surface). The kinetic
and potential energies in the mean flow, transient ed-
dies, and stationary eddies decreased substantially in
the simulations with a weak temperature gradient; the
decrease was most precipitous in the troposphere and
in the mean flow and transient eddies. This was true of
the annual averages as well as the seasonal extremes,
which Rind et al. (1990, 1998) also reported. The strato-
sphere has a much smaller amount of energy, but it also
occupies only 10% of the atmospheric mass. Unlike the
full atmosphere, there is no period during which con-
version from available potential energy to kinetic en-
ergy can offset frictional dissipation (Dopplick 1971).
Boundary terms on the 100-hPa pressure surface, which
we take to be the lower bound of the stratosphere,
account for the transfer of energy from the troposphere
below to the stratosphere above. The boundary terms
dominate the energy budget of the stratosphere: rather
than being internally generated, energy is transported
from the lower atmosphere (Charney and Drazin 1961;
Charney and Pedlosky 1963; Oort 1964; Muench 1965;
Dopplick 1971).

While the energetics of the full atmosphere decrease

by a sizable fraction in the WTG and RAD simulations,
the decrease in the stratosphere is comparatively small.
Most forms of energy decrease above 100 hPa, but the
kinetic and available potential stationary eddy energy
actually grow. While the entire atmosphere has become
less energetic, the stratosphere has decreased by a
much smaller fraction. The stratosphere is selective in
what it accepts from the troposphere; only the longest
planetary waves are able to propagate vertically (Char-
ney and Drazin 1961). The addition of wavenumber 3,
illustrated in Fig. 4f, coupled with the similar amplitude
of wavenumbers 1 and 2, has kept the energy of the
stratosphere high and the residual circulation strong.

Energy is not Galilean invariant, of course, and this
can lead to a misleading picture. What matters for the
stratosphere is the wave activity admitted from the tro-
posphere, which will ultimately drive the residual cir-
culation by breaking and depositing angular momen-
tum in the upper stratosphere. The decreases in energy
say nothing about the wave propagation. The boundary
terms at the 100-hPa surface continue to dominate the
energy cycle of the stratosphere in the warm climate
runs, although they too have decreased from Present.
This is a consequence of the decrease in the zonal mean
wind. Eliassen and Palm (1961) showed that the up-
ward flux of wave energy is equal to the product of the
vertical component of the Eliassen–Palm flux and the
zonal wind. As we shall see below, the vertical compo-
nent of the Eliassen–Palm flux across 100 hPa increases
in the warm climates, but the zonal-mean zonal wind
dropped by about a factor of 2 (see Figs. 3c,e); thus, the
decrease in the boundary energy terms does not reflect
a change in wave activity.

FIG. 5. The residual mean circulation in the stratosphere for (a) Present and (b) RAD. The flow circulates
clockwise around negative contours. Contours are plotted and labeled every 109 kg s!1.
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stratosphere evolved at particular periods during the
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temperature gradient, the temperatures in the middle-
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radiative equilibrium values. Indeed the remarkable
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similarity in the zonal-mean time-mean soundings
shown in Fig. 2 seems consistent with the intensity of
the dynamic forcing. In the next section, we examine
the propagation of these waves through the tropo-
sphere and consider the energy characteristics of the
simulations.

c. Wave propagation and energy

We calculated a complete energy budget for the full
atmosphere and, separately, for the stratosphere
(bounded below by the 100-hPa surface). The kinetic
and potential energies in the mean flow, transient ed-
dies, and stationary eddies decreased substantially in
the simulations with a weak temperature gradient; the
decrease was most precipitous in the troposphere and
in the mean flow and transient eddies. This was true of
the annual averages as well as the seasonal extremes,
which Rind et al. (1990, 1998) also reported. The strato-
sphere has a much smaller amount of energy, but it also
occupies only 10% of the atmospheric mass. Unlike the
full atmosphere, there is no period during which con-
version from available potential energy to kinetic en-
ergy can offset frictional dissipation (Dopplick 1971).
Boundary terms on the 100-hPa pressure surface, which
we take to be the lower bound of the stratosphere,
account for the transfer of energy from the troposphere
below to the stratosphere above. The boundary terms
dominate the energy budget of the stratosphere: rather
than being internally generated, energy is transported
from the lower atmosphere (Charney and Drazin 1961;
Charney and Pedlosky 1963; Oort 1964; Muench 1965;
Dopplick 1971).

While the energetics of the full atmosphere decrease

by a sizable fraction in the WTG and RAD simulations,
the decrease in the stratosphere is comparatively small.
Most forms of energy decrease above 100 hPa, but the
kinetic and available potential stationary eddy energy
actually grow. While the entire atmosphere has become
less energetic, the stratosphere has decreased by a
much smaller fraction. The stratosphere is selective in
what it accepts from the troposphere; only the longest
planetary waves are able to propagate vertically (Char-
ney and Drazin 1961). The addition of wavenumber 3,
illustrated in Fig. 4f, coupled with the similar amplitude
of wavenumbers 1 and 2, has kept the energy of the
stratosphere high and the residual circulation strong.

Energy is not Galilean invariant, of course, and this
can lead to a misleading picture. What matters for the
stratosphere is the wave activity admitted from the tro-
posphere, which will ultimately drive the residual cir-
culation by breaking and depositing angular momen-
tum in the upper stratosphere. The decreases in energy
say nothing about the wave propagation. The boundary
terms at the 100-hPa surface continue to dominate the
energy cycle of the stratosphere in the warm climate
runs, although they too have decreased from Present.
This is a consequence of the decrease in the zonal mean
wind. Eliassen and Palm (1961) showed that the up-
ward flux of wave energy is equal to the product of the
vertical component of the Eliassen–Palm flux and the
zonal wind. As we shall see below, the vertical compo-
nent of the Eliassen–Palm flux across 100 hPa increases
in the warm climates, but the zonal-mean zonal wind
dropped by about a factor of 2 (see Figs. 3c,e); thus, the
decrease in the boundary energy terms does not reflect
a change in wave activity.
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Brewer-Dobson circ. projected to strengthen in a future warmer climate
Reviews of Geophysics 10.1002/2013RG000448

Figure 8. Projected trends in tropical upwelling in percent per
decade based on a linear fit to the years 2006–2099 from RCP8.5
scenario simulations of eight stratosphere-resolving GCMs (see
Hardiman et al. [2013] for details of the models and simula-
tions). Tropical upwelling is calculated for each year, as the
mass upwelling between the turnaround latitudes and takes
into account the seasonal movement of these turnaround lati-
tudes. The black line is the multimodel mean with the shading
showing the intermodel standard error, scaled to represent a
95% confidence interval. Adapted from Hardiman et al. [2013,
Figure 2, lower-right panel].

6. The Brewer-Dobson Circulation
in a Changing Climate
6.1. Response to Climate Change
The first evidence of the Brewer-Dobson cir-
culation responding to climate change was
almost certainly that presented by Rind et al.
[1990] based on a doubling of CO2 amounts
in short 3 year simulations of a GCM. The CO2

doubling resulted in a stronger residual-mean
circulation, broadly consistent with the lat-
est multimodel projections [e.g., Butchart et
al., 2010b; Hardiman et al., 2013]. Moreover,
the interpretation given by Rind et al. [1990]
involving a response to changes in the driv-
ing from both planetary and parameterized
gravity waves is consistent with current under-
standing (see section 6.2). Rind et al. [1990] also
noted some possible important ramifications
of the stronger circulation, such as the faster
removal of chlorofluorocarbons (CFCs) from the
atmosphere and increased midlatitude column
ozone. Indeed such an increase in midlatitude
column ozone was obtained by Mahfouf et al.
[1994] when they doubled CO2 in a CCM and

thereby obtained further circumstantial evidence for a faster Brewer-Dobson circulation. However, no quan-
titative projections of the response of the residual-mean circulation to climate change appear to have been
published prior to Butchart and Scaife [2001].

Following Rosenlof and Holton [1993] and Rosenlof [1995], Butchart and Scaife [2001] used the net upward
mass flux between the turnaround latitudes at 70 hPa to quantify the strength of the Brewer-Dobson circu-
lation or, more particularly, the strength of (mostly) the deep branch of the Brewer-Dobson circulation (see
section 4.3) in two 60 year transient simulations of a GCM and found an increase of roughly 3% per decade
in response to increasing greenhouse gas (GHG) concentrations. The projected change in the tropical
upwelling in the lower stratosphere and, more generally, the residual-mean circulation has now been ana-
lyzed [e.g., Austin, 2002; Land and Feichter, 2003; Kodama et al., 2007; Garcia and Randel, 2008; Li et al., 2008;
Calvo and Garcia, 2009; McLandress and Shepherd, 2009; Oman et al., 2009; Li et al., 2010; Deushi and Shibata,
2011; Garny et al., 2011; Okamoto et al., 2011; Bunzel and Schmidt, 2013; Lin and Fu, 2013; Oberländer et al.,
2013; Schmidt et al., 2013] and compared [e.g., Butchart et al., 2006, 2010a; Hardiman et al., 2013] in many
GCMs and CCMs. Significantly all the models project, at least for the annual average, an acceleration of the
residual-mean circulation making this, potentially, one of the more robust manifestations of GHG-induced
climate change. On average, the projections for 70 hPa are converging toward a trend of roughly 2% per
decade [Butchart et al., 2010a] for the Intergovernmental Panel on Climate Change (IPCC) Special Report on
Emissions (SRES) GHG scenario A1B (medium) [see Nakicenovic and Swart, 2000] and ∼3.2% per decade (e.g.,
Figure 8) for the more extreme Representative Concentration Pathway (RCP) 8.5 scenario [Moss et al., 2010;
Riahi et al., 2007]. A response due to secular changes in ozone concentrations has been found too [e.g., Li et
al., 2008; Oman et al., 2009; McLandress and Shepherd, 2009; Oberländer et al., 2013].

Figure 8 shows that for the latest multimodel projections [Hardiman et al., 2013], the trends in tropi-
cal upwelling occur throughout the depth of the stratosphere [see also Kodama et al., 2007; Garcia and
Randel, 2008; Li et al., 2008; Butchart et al., 2010a] but with a decrease in the percentage trend from the
lower to middle stratosphere. This decrease has been found in other studies [e.g., Li et al., 2008; Butchart
et al., 2010a, 2010b; Oberländer et al., 2013], and it, too, is probably a ubiquitous feature of the projected
changes in the residual-mean circulation. In particular, Lin and Fu [2013] have decomposed the trends in the
Brewer-Dobson circulation in 12 of the CCMs described in Morgenstern et al. [2011] into the transition, shal-
low, and deep branches which they defined as having vertical extents of 100–70, 70–30, and above 30 hPa,
respectively. An acceleration occurred in all three branches, although it was smaller in the deep branch,
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Figure 8. Projected trends in tropical upwelling in percent per
decade based on a linear fit to the years 2006–2099 from RCP8.5
scenario simulations of eight stratosphere-resolving GCMs (see
Hardiman et al. [2013] for details of the models and simula-
tions). Tropical upwelling is calculated for each year, as the
mass upwelling between the turnaround latitudes and takes
into account the seasonal movement of these turnaround lati-
tudes. The black line is the multimodel mean with the shading
showing the intermodel standard error, scaled to represent a
95% confidence interval. Adapted from Hardiman et al. [2013,
Figure 2, lower-right panel].

6. The Brewer-Dobson Circulation
in a Changing Climate
6.1. Response to Climate Change
The first evidence of the Brewer-Dobson cir-
culation responding to climate change was
almost certainly that presented by Rind et al.
[1990] based on a doubling of CO2 amounts
in short 3 year simulations of a GCM. The CO2

doubling resulted in a stronger residual-mean
circulation, broadly consistent with the lat-
est multimodel projections [e.g., Butchart et
al., 2010b; Hardiman et al., 2013]. Moreover,
the interpretation given by Rind et al. [1990]
involving a response to changes in the driv-
ing from both planetary and parameterized
gravity waves is consistent with current under-
standing (see section 6.2). Rind et al. [1990] also
noted some possible important ramifications
of the stronger circulation, such as the faster
removal of chlorofluorocarbons (CFCs) from the
atmosphere and increased midlatitude column
ozone. Indeed such an increase in midlatitude
column ozone was obtained by Mahfouf et al.
[1994] when they doubled CO2 in a CCM and

thereby obtained further circumstantial evidence for a faster Brewer-Dobson circulation. However, no quan-
titative projections of the response of the residual-mean circulation to climate change appear to have been
published prior to Butchart and Scaife [2001].

Following Rosenlof and Holton [1993] and Rosenlof [1995], Butchart and Scaife [2001] used the net upward
mass flux between the turnaround latitudes at 70 hPa to quantify the strength of the Brewer-Dobson circu-
lation or, more particularly, the strength of (mostly) the deep branch of the Brewer-Dobson circulation (see
section 4.3) in two 60 year transient simulations of a GCM and found an increase of roughly 3% per decade
in response to increasing greenhouse gas (GHG) concentrations. The projected change in the tropical
upwelling in the lower stratosphere and, more generally, the residual-mean circulation has now been ana-
lyzed [e.g., Austin, 2002; Land and Feichter, 2003; Kodama et al., 2007; Garcia and Randel, 2008; Li et al., 2008;
Calvo and Garcia, 2009; McLandress and Shepherd, 2009; Oman et al., 2009; Li et al., 2010; Deushi and Shibata,
2011; Garny et al., 2011; Okamoto et al., 2011; Bunzel and Schmidt, 2013; Lin and Fu, 2013; Oberländer et al.,
2013; Schmidt et al., 2013] and compared [e.g., Butchart et al., 2006, 2010a; Hardiman et al., 2013] in many
GCMs and CCMs. Significantly all the models project, at least for the annual average, an acceleration of the
residual-mean circulation making this, potentially, one of the more robust manifestations of GHG-induced
climate change. On average, the projections for 70 hPa are converging toward a trend of roughly 2% per
decade [Butchart et al., 2010a] for the Intergovernmental Panel on Climate Change (IPCC) Special Report on
Emissions (SRES) GHG scenario A1B (medium) [see Nakicenovic and Swart, 2000] and ∼3.2% per decade (e.g.,
Figure 8) for the more extreme Representative Concentration Pathway (RCP) 8.5 scenario [Moss et al., 2010;
Riahi et al., 2007]. A response due to secular changes in ozone concentrations has been found too [e.g., Li et
al., 2008; Oman et al., 2009; McLandress and Shepherd, 2009; Oberländer et al., 2013].

Figure 8 shows that for the latest multimodel projections [Hardiman et al., 2013], the trends in tropi-
cal upwelling occur throughout the depth of the stratosphere [see also Kodama et al., 2007; Garcia and
Randel, 2008; Li et al., 2008; Butchart et al., 2010a] but with a decrease in the percentage trend from the
lower to middle stratosphere. This decrease has been found in other studies [e.g., Li et al., 2008; Butchart
et al., 2010a, 2010b; Oberländer et al., 2013], and it, too, is probably a ubiquitous feature of the projected
changes in the residual-mean circulation. In particular, Lin and Fu [2013] have decomposed the trends in the
Brewer-Dobson circulation in 12 of the CCMs described in Morgenstern et al. [2011] into the transition, shal-
low, and deep branches which they defined as having vertical extents of 100–70, 70–30, and above 30 hPa,
respectively. An acceleration occurred in all three branches, although it was smaller in the deep branch,
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ozone. Indeed such an increase in midlatitude
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thereby obtained further circumstantial evidence for a faster Brewer-Dobson circulation. However, no quan-
titative projections of the response of the residual-mean circulation to climate change appear to have been
published prior to Butchart and Scaife [2001].

Following Rosenlof and Holton [1993] and Rosenlof [1995], Butchart and Scaife [2001] used the net upward
mass flux between the turnaround latitudes at 70 hPa to quantify the strength of the Brewer-Dobson circu-
lation or, more particularly, the strength of (mostly) the deep branch of the Brewer-Dobson circulation (see
section 4.3) in two 60 year transient simulations of a GCM and found an increase of roughly 3% per decade
in response to increasing greenhouse gas (GHG) concentrations. The projected change in the tropical
upwelling in the lower stratosphere and, more generally, the residual-mean circulation has now been ana-
lyzed [e.g., Austin, 2002; Land and Feichter, 2003; Kodama et al., 2007; Garcia and Randel, 2008; Li et al., 2008;
Calvo and Garcia, 2009; McLandress and Shepherd, 2009; Oman et al., 2009; Li et al., 2010; Deushi and Shibata,
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2013; Schmidt et al., 2013] and compared [e.g., Butchart et al., 2006, 2010a; Hardiman et al., 2013] in many
GCMs and CCMs. Significantly all the models project, at least for the annual average, an acceleration of the
residual-mean circulation making this, potentially, one of the more robust manifestations of GHG-induced
climate change. On average, the projections for 70 hPa are converging toward a trend of roughly 2% per
decade [Butchart et al., 2010a] for the Intergovernmental Panel on Climate Change (IPCC) Special Report on
Emissions (SRES) GHG scenario A1B (medium) [see Nakicenovic and Swart, 2000] and ∼3.2% per decade (e.g.,
Figure 8) for the more extreme Representative Concentration Pathway (RCP) 8.5 scenario [Moss et al., 2010;
Riahi et al., 2007]. A response due to secular changes in ozone concentrations has been found too [e.g., Li et
al., 2008; Oman et al., 2009; McLandress and Shepherd, 2009; Oberländer et al., 2013].

Figure 8 shows that for the latest multimodel projections [Hardiman et al., 2013], the trends in tropi-
cal upwelling occur throughout the depth of the stratosphere [see also Kodama et al., 2007; Garcia and
Randel, 2008; Li et al., 2008; Butchart et al., 2010a] but with a decrease in the percentage trend from the
lower to middle stratosphere. This decrease has been found in other studies [e.g., Li et al., 2008; Butchart
et al., 2010a, 2010b; Oberländer et al., 2013], and it, too, is probably a ubiquitous feature of the projected
changes in the residual-mean circulation. In particular, Lin and Fu [2013] have decomposed the trends in the
Brewer-Dobson circulation in 12 of the CCMs described in Morgenstern et al. [2011] into the transition, shal-
low, and deep branches which they defined as having vertical extents of 100–70, 70–30, and above 30 hPa,
respectively. An acceleration occurred in all three branches, although it was smaller in the deep branch,
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into account the seasonal movement of these turnaround lati-
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thereby obtained further circumstantial evidence for a faster Brewer-Dobson circulation. However, no quan-
titative projections of the response of the residual-mean circulation to climate change appear to have been
published prior to Butchart and Scaife [2001].
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mass flux between the turnaround latitudes at 70 hPa to quantify the strength of the Brewer-Dobson circu-
lation or, more particularly, the strength of (mostly) the deep branch of the Brewer-Dobson circulation (see
section 4.3) in two 60 year transient simulations of a GCM and found an increase of roughly 3% per decade
in response to increasing greenhouse gas (GHG) concentrations. The projected change in the tropical
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GCMs and CCMs. Significantly all the models project, at least for the annual average, an acceleration of the
residual-mean circulation making this, potentially, one of the more robust manifestations of GHG-induced
climate change. On average, the projections for 70 hPa are converging toward a trend of roughly 2% per
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Figure 8) for the more extreme Representative Concentration Pathway (RCP) 8.5 scenario [Moss et al., 2010;
Riahi et al., 2007]. A response due to secular changes in ozone concentrations has been found too [e.g., Li et
al., 2008; Oman et al., 2009; McLandress and Shepherd, 2009; Oberländer et al., 2013].

Figure 8 shows that for the latest multimodel projections [Hardiman et al., 2013], the trends in tropi-
cal upwelling occur throughout the depth of the stratosphere [see also Kodama et al., 2007; Garcia and
Randel, 2008; Li et al., 2008; Butchart et al., 2010a] but with a decrease in the percentage trend from the
lower to middle stratosphere. This decrease has been found in other studies [e.g., Li et al., 2008; Butchart
et al., 2010a, 2010b; Oberländer et al., 2013], and it, too, is probably a ubiquitous feature of the projected
changes in the residual-mean circulation. In particular, Lin and Fu [2013] have decomposed the trends in the
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tropospheric warming, including the concomitant SST changes, and not the 
direct radiative effect of increasing GHG amounts cooling the stratosphere.  

2. Both resolved & parameterized unresolved gravity waves drive a stronger BD 
circulation in RCP-type model projections.  
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Summary of obstacles for Polar Stratospheric Clouds dynamical 
feedback idea

• EP flux into the stratosphere may not decrease even for very weak 
meridional surface temperature gradient, although synoptic-scale 
wave forcing is weaker

• The reason is that wavenumber #3 may be able to propagate 
vertically

➨ B-D circulation would then not weaken.

• Also: future warm climate projections show a strengthening of the 
Brewer-Dobson circulation.

➨ Dynamical feedback that was proposed to cool the Arctic polar 
stratosphere and allow PSCs to develop is running into difficulties.
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www.nasa.gov/images/content/65932main_sageii_psc_640x480.jpg stronger AMOC
Warmer high 
latitudes

Stronger hurricanes

(K. Emanuel, 2002)

(3)
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Hurricanes and ocean mixing

The proposed feedback: 


warmer climate, stronger Hurricanes

➨ stronger internal waves forced at the ocean surface 

➨ propagate into deep ocean interior and break

➨ stronger deep ocean diapycnal mixing

➨ Stronger meridional overturning circulation

➨ Higher meridional heat flux into arctic

➨ Warmer Arctic, tropics warm less due to high CO2


K. Emanuel 2002
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notes

Potential intensity: 


Estimating hurricane strength from SST
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Hurricanes and ocean mixing
Entropy reminder

  

Consider a container with fluid, divided into two equal parts with 
temperatures TH > TC . Removing the divider, the temperature will eventually 
be homogenized to (TC + TH )/2. During the process, the infinitesimal 
change in entropy due to the transfer of an infinitesimal amount of heat dQ 
> 0 between the two systems leads to a gain dQ for the cold system and a 
loss of dQ for the hot system (gain of −dQ); thus the entropy change is


 


so the increase in entropy is because temperature flows from the hot 
reservoir to the cold one. 

dS =
dQ
TC

+
−dQ
TH

= dQ
TH − TC

THTC
> 0.

http://galileoandeinstein.phys.virginia.edu/more_stuff/Applets/carnot_cycle/carnot_cycle.html
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Hurricanes and ocean mixing

Figure 1 The hurricane Carnot cycle. Air begins spiraling in toward the storm center at point 
a, acquiring entropy from the ocean surface at fixed temperature T. It then ascends 
adiabatically from point c, flowing out near the storm top to some large radius, denoted 
symbolically by point o. The excess entropy is lost by export or by electromagnetic to 
space between o and o’ at a much lower temperature To. The cycle is closed by integrating 
along an absolute vortex line between o’ and a. The curves c-o and o’-a also represent 
surfaces of constant absolute angular momentum about the storm’s axis. 
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Figure 1 The hurricane Carnot cycle. Air begins spiraling in toward the s~orm center at
point a, acquiring entropy from the ocean surface at fixed temperature T~. It then ascends
adiab~tiCally from point c, flowing out near the storm top to some large radius, denoted
symbolically by point o. The excess emropy is lost by export or by electromagnetic
to space betwee~ o and o’ at a much lower temperature To. The cycle is closed by integrating
along an absolute vortex line between o’ and a. The curves c-o and o’-a also represent
surfaces of constant absolute angular momentum about the sto~’s axis.

transfer would increase linearly with wind speed, but the increasing rough-
ness of the sea surface leads to a somewhat greater dependence on wind.
The actual rate of heat transfer is a subject of much controversy and
research. The dependence of the transfer rate on wind is the principal
feedback mechanism that allows hurricanes to develop. In its essence, the
hurricane may be thought of as a wind-induced surface heat exchange
instability, in which increasing surface winds lead to increased heat transfer
from the sea, which leads to intensification of the storm winds, and so on.

The energy cycle of the mature hurricane has been idealized by the
author (Emanuel 1986) as a Carnot engine that converts heat energy
extracted from the ocean to mechanical energy. In the steady state, this
mechanical-energy generation balances frictional dissipation, most of
which occurs at the air-sea interface. The idealized Carnot cycle is illus-
trated in Figure 1. Carnot’s theorem may be easily derived from Bernoulli’s
equation and the first law of thermodynamics. The former states that along
streamlines or absolute vortex lines in a steady system,

d 7ivi +d(gz)+~zdp+F’dl = O, (1)

www.annualreviews.org/aronline
Annual Reviews

Emanuel 1991

isothermal expansion, gaining energy from surface  

isothermal compression 

and radiative cooling

adiabatic expansion 
and cooling

adiabatic 
compression

Hurricane as a heat 
engine, used to estimate 
wind strength as a 
function of SST
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Efficiency of a Carnot cycle
The first law of thermodynamics, energy conservation 

dU: change in the internal energy

dQ: heat gain due to exchange of heat with an outside reservoir;

dW: is the work done by the system 


Therefore: 


dU = dQ − dW

W = ∮ dW = ∮ PdV = ∮ (dQ − dU ) = ∮ (TdS − dU ) = (TH − Tc)(SB − SA)

Carnot cycle 3

A Carnot cycle taking place between a hot reservoir at temperature TH and a cold
reservoir at temperature TC.

The Carnot cycle

Evaluation of the above integral is
particularly simple for the Carnot cycle. The
amount of energy transferred as work is

The total amount of thermal energy transferred between the hot reservoir and the system will be

and the total amount of thermal energy transferred between the system and the cold reservoir will be

The efficiency is defined to be:

where
is the work done by the system (energy exiting the system as work),

is the heat put into the system (heat energy entering the system),
is the absolute temperature of the cold reservoir, and
is the absolute temperature of the hot reservoir.
is the maximum system entropy
is the minimum system entropy

This efficiency makes sense for a heat engine, since it is the fraction of the heat energy extracted from the hot
reservoir and converted to mechanical work. A Rankine cycle is usually the practical approximation.

Now, integrate  to find thatdQ = TdS

for a Carnot engine

or η =
TH − TC

TH

Carnot cycle 3

A Carnot cycle taking place between a hot reservoir at temperature TH and a cold
reservoir at temperature TC.

1Te Carnot cycle
Evaluation of the above integral is
particularly simple for the Carnot cycle. The
amount of energy transferred as work is

The total amount of thermal energy transferred between the hot reservoir and the system will be

and the total amount of thermal energy transferred between the system and the cold reservoir will be

The efficiency is defined to be:

where
is the work done by the system (energy exiting the system as work),

is the heat put into the system (heat energy entering the system),
is the absolute temperature of the cold reservoir, and
is the absolute temperature of the hot reservoir.
is the maximum system entropy
is the minimum system entropy

This efficiency makes sense for a heat engine, since it is the fraction of the heat energy extracted from the hot
reservoir and converted to mechanical work. A Rankine cycle is usually the practical approximation.
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Hurricanes and ocean mixing

Frank Brian 1987

AMOC depends on vertical diapycnal mixing to the third power
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Hurricanes and ocean mixingface Ekman cells in the upper ocean; observations show
much of the ocean heat flux is carried here in the
present-day ocean (Haidvogel and Bryan 1992). When
CO2 is increased to 3380 ppm, temperatures warm and
the oceans’ meridional heat flux decreases slightly (see
Fig. 2).

High CO2 warms the surface of the oceans every-
where, but the warming is amplified at higher latitudes
in the northern Pacific and in the Norwegian and Bar-
ents Seas (not shown). Combined with a freshening of
surface waters at these northern latitudes, the meridi-
onal buoyancy gradient decreased. Figures 1c and 1d
show the circulation for this high CO2 experiment; in
many respects these panels are similar to the one with
338 ppm CO2, but the meridional overturning in the
Atlantic has decreased in intensity. The surface wind
forcing is largely similar between the two experiments.

The high CO2 levels forced a surface warming and
reduction of the meridional density gradient, and the
poleward ocean heat flux decreased in this experiment.
Many studies have found that elevated CO2 is insuffi-
cient, by itself, to reduce the planetary temperature gra-
dient to the low gradients found during equable cli-

FIG. 2. Total ocean heat fluxes for simulations with uniformly
weak mixing and 338-ppm CO2 (dotted), uniformly weak mixing
and 3380-ppm CO2 (solid), elevated tropical mixing to 220 m and
3380-ppm CO2 (dashed), and elevated tropical mixing to 360 m
and 3380-ppm CO2 (dashed–dotted).

FIG. 1. The circulation in the meridional plane of the (a) Atlantic and (b) Pacific north of
30°N for a simulation with uniform mixing and 338-ppm CO2. (c), (d) As in (a), (b) but for
a simulation with fixed mixing and 3380-ppm CO2. In all panels, contours are drawn every
3 Sv and positive values (circulating clockwise) are shaded in light gray; local extrema are
written in boldface text (Sv). The top 300 m are magnified.
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FIG. 2. Total ocean heat fluxes for 
simulations with uniformly weak 
mixing and 338 ppm CO2 (dotted), 
uniformly weak mixing and 3380 
ppm CO2 (solid), elevated tropical 
mixing to 220 m and 3380 ppm 
CO2 (dashed), and elevated tropical 
mixing to 360 m and 3380 ppm 
CO2 (dashed–dotted). 

but in equilibrium much of this could be advected out
of the tropics. The increased heat transport shown in
Fig. 2 leads to a reduction of tropical temperatures and
an increase in midlatitude ones, as can be seen in Fig. 4.
Qualitatively, this near-surface tropical mixing narrows
the gap between proxy data and model results: if the
atmosphere was loaded with high levels of CO2 and
tropical mixing increased, the oceans could sustain a
stronger poleward heat flux, which in turn limits tropi-
cal temperatures. Could changes in global tropical cy-
clone activity account for a change in mixing that is this
large? There are two separate questions: First, by how
much would increased tropical cyclone activity amplify
the effective diffusion coefficient?4 Second, how deeply
would tropical cyclone mixing penetrate during warmer
climates? As seen in Fig. 4, this is a critical question for
this interaction. We begin exploring these issues with a
parameterization coupling upper tropical mixing to
tropical cyclone activity, as described in the next sec-
tion, and return to some issues regarding the strength
and depth of this mixing in section 6.

5. Interactive mixing from tropical cyclones

We now turn to the question of whether tropical cy-
clones could induce sufficient mixing of the upper por-

tion of the low-latitude oceans during warm, equable
climates to drive stronger poleward heat fluxes. Our
goal is not to simulate the details of upper-ocean mixing
from individual storms, but rather to examine the cu-
mulative effects from these transient events. This prob-
lem is challenging because the real mixing is turbulent,
not diffusive, yet we wish to examine the effects on
large-scale problems. Because we are after aggregate
effects and a first-order understanding of how this
might interact with climate, we make a number of sim-
plifications.

Estimates of mixing inferred from measurements
taken in the tropical thermocline show that the diffu-
sion coefficient is O(0.1) cm2 s!1 (Gregg 1987; Wunsch
and Ferrari 2004). Using diffusion coefficients of this
magnitude in numerical models, however, often pro-
duces circulations believed to be too weak (e.g., Cum-
mins et al. 1990), and thus many models require larger
values to replicate the strength of the oceans’ meridi-
onal overturning circulation and heat fluxes for the
present climate. While it is certainly possible that these
large required diffusivities might simply compensate for
other model deficiencies, we postulate that the direct
measurements have largely captured the nearly quies-
cent background and that isolated blasts of mixing from
transient events could be quite important in the upper
tropical oceans. Some evidence that this might be the
case was offered by Raymond et al. (2004), who pre-
sented data suggesting that rather than a slow, steady
mixing, the thermocline is mixed only when the winds
are strong enough to drive the local Richardson num-
ber below a critical threshold, creating a shear instabil-
ity. They conclude that mixing in the upper tropical

4 We ran additional experiments in which the diffusion coeffi-
cient was elevated to 3.0 cm2 s!1 in the upper ocean, and the peak
value of the heat fluxes do not differ significantly from the simu-
lations using an upper-ocean diffusion coefficient of 1.0 cm2 s!1

presented in this section. It appears that once the amplitude of the
diffusion coefficient reaches a sufficient level, elevating it further
has little additional effect.

FIG. 4. Change in SSTs for runs with 3380-ppm CO2 between (a) a simulation with elevated tropical mixing to
220 m and the control (uniformly weak mixing) and (b) a simulation with elevated tropical mixing to 360 m and
the control. (c) Change in zonally averaged SST for the simulations shown in panels (a) (solid) and (b) (dashed).
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FIG. 4. Change in SSTs for runs with 3380 ppm 
CO2 between (a) a simulation with elevated 
tropical mixing to 220 m and the control (uniformly 
weak mixing) and (b) a simulation with elevated 
tropical mixing to 360 m and the control. (c) 
Change in zonally averaged SST for the 
simulations shown in panels (a) (solid) and (b) 
(dashed). 

Korty and Emanuel 2008

BUT: Enhanced vertical diapycnal mixing has a negligible effect on SST
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(4)
Breakup of subtropical stratocumulus 
cloud decks at high SST

Schneider et al 2019, (Bretherton et al) https://www.shutterstock.com/image-photo/aerial-view-layer-stratocumulus-clouds-369408491

Causing albedo decrease and 
warming of mid-latitudes
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Breakdown of subtropical stratocumulus decks
Stratocumulus clouds at present: 

• Cover broad regions (6.5% of Earth 
area) over the subtropical oceans.


• Characterized by lines, waves, and 
cellular structures.


• Radiative cooling from the cloud 
tops drives convection to surface, 
that replenishes liquid water in 
these clouds.


• Can often be seen out of an 
airplane window while flying. 


• Large SW albedo, strong 
cooling effects on climate.

18 Mar 2005 11:57 AR AR233-EA33-20.tex XMLPublishSM(2004/02/24) P1: JRX

618 STEVENS

Figure 5 Example of a region of open cellular convection (dark cell interiors, with
bright cell walls) embedded in a broader region of closed cellular convection (bright
cells with darkened cell walls). Open cellular regions have scales ranging from 5–50 km
and have been hypothesized to be envelopes where drizzle is more prevalent.

clouds were prevalent in conditions where the CTEI hypothesis would predict
their demise (Kuo & Schubert 1988, Albrecht 1991), leading to refined arguments
and more stringent criteria for cloud dissolution (MacVean & Mason 1990, Siems
& Bretherton 1992, Duynkerke 1993). Although none of these measures has proven
to provide a compelling ordering of the data, the more stringent criteria tend to
perform better. More recent observational data (De Roode & Duynkerke 1997) and
simulations (Lewellen & Lewellen 1998, Moeng 2000) lead to renewed interest in
the original CTEI formulation, but analysis of yet more recent measurements for
which κ > κ∗ is accompanied by a thickening of the cloud seems to indicate that
at the very least CTEI is not a sufficient condition for cloud desiccation (Stevens
et al. 2003).

In the past decade, theoretical work (Krueger et al. 1995, Bretherton & Wyant
1997, Stevens 2000, Lewellen & Lewellen 2002) has turned away from CTEI and
begun to focus on a broader account of the energetics, hypothesizing instead that
as nonradiative forcings begin to dominate the energetics of the stratocumulus-
topped boundary layer the cloud can begin to entrain sufficiently large amounts
of air to negate the radiative cooling, thereby requiring work to mix the entrained
air below the cloud base. The concept of the cloud layer needing to do work
on the subcloud layer to maintain a well-mixed layer (elegantly illustrated by
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Stratocumulus clouds from a plane

Cellular convective structures

http://www.pilotfriend.com/training/flight_training/met/clouds.htm  

https://visibleearth.nasa.gov/images/98570/clouds-in-eastern-south-pacific-ocean?size=small 

http://www.pilotfriend.com/training/flight_training/met/clouds.htm
https://visibleearth.nasa.gov/images/98570/clouds-in-eastern-south-pacific-ocean?size=small


SST error (difference between model and observations) is large, ~2.5C in regions with 
underestimated stratocumulus cloud cover

G. Danabasoglu et al 2020, 

https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2019MS001916 

Stratocumulus cloud model bias leads to significant SST errors

shortwave CRF: model minus observations

observed stratocumulus cloud fraction (%)

Model SST minus observations (°C)

https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2019MS001916
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and Supplementary Fig. 2b), which, other things being equal, 
enhances the generation of turbulence through latent heat release 
in the cloud layer. This strengthens the turbulent entrainment of 
dry and warm air across the inversion and likewise promotes stra-
tocumulus breakup2—unless it is, as is the case in our and other 
simulations19, compensated by other processes, such as thinning of 
the cloud layer over which the turbulence generation can be real-
ized, or weakening of the entrainment by a reduction in the cloud-
top longwave cooling. A minimal conceptual model2 that combines 
these interacting processes suggests that stratocumulus decks break 
up when the instability parameter S = (LHF/ΔL) × (hc/h) exceeds a 
critical value around Sc ≈ 0.6, where LHF is the latent heat flux at 
the surface, ΔL is the longwave cooling of the cloud tops, hc is the 
thickness of the cloud layer and h is the cloud-top height (Fig. 1). 
In our simulations, the instability parameter S increases from 0.4 at 
400 ppm to 0.7 at 1,200 ppm. The increase in S arises because ΔL 
decreases by 17% from 400 ppm to 1,200 ppm, LHF increases by 
13% and hc/h increases by 24% (Supplementary Fig. 2). (However, 
the cloud thickness hc itself decreases by 5%.)

Amplifying cloud cover–SST feedbacks are crucial for the abrupt 
stratocumulus breakup: as the stratocumulus cloud cover decreases, 
the SST increases, which strengthens surface evaporation and 
enhances the atmosphere’s longwave opacity through water vapour 
feedback. Indeed, if the water vapour concentrations that the radia-
tive transfer scheme sees are fixed at their values in the baseline sim-
ulation, the reduction in cloud-top radiative cooling at 1,200 ppm 
relative to the baseline is 55% weaker than with water vapour feed-
back; that is, water vapour feedback accounts for about half of the 
reduction in cloud-top cooling. Both the effect of water vapour 
feedback on cloud-top radiative cooling and the strengthened sur-
face evaporation lead to a sharp increase in S across the instability 
(for example, LHF alone jumps 73%, see Fig. 1 and Supplementary 
Fig. 2). The non-linear changes in the thermodynamic state of the 

atmosphere and surface cannot immediately reverse when CO2 lev-
els drop again (Supplementary Fig. 2). This leads to the bistability 
and hysteresis. Since previous LES studies have prescribed the SST 
and thus suppressed the surface feedbacks, the abrupt stratocumu-
lus instability, as well as the bistability and hysteresis as a function of 
CO2 levels, remained undiscovered, although the governing cloud-
layer mechanisms were known2,17–19. (Multiple equilibria of strato-
cumulus clouds have been demonstrated in a mixed-layer model 
as a function of large-scale subsidence30 and in LES as a function 
of the initial condition31. However, these involve mechanisms and 
phenomenology that differ from those here, where the focus is on 
bistability as a function of CO2 levels.)

400 ppm

1,600 ppm

Fig. 2 | Clouds in the subtropical LES domain at different CO2 levels. 
Stratocumulus decks prevail in the baseline simulation at 400!ppm CO2, 
which has a subtropical SST of 290!K. At 1,600!ppm CO2, the stratocumulus 
decks have been replaced by scattered cumulus clouds, which leads to 
strong warming and a subtropical SST of 308!K because cloud shading of 
the surface is reduced.
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Fig. 3 | Stratocumulus instability and hysteresis with fixed large-scale 
subsidence. a, Subtropical cloud fraction. b, Cloud liquid water path 
(LWP). c, Subtropical SST. d, Tropical SST. Red upward arrows indicate 
the simulations that started from the baseline simulation with 400!ppm 
CO2; blue downward arrows indicate the simulations that started from 
1,600!ppm. The CO2 axis is logarithmic (ticks every 200!ppm) because the 
radiative forcing of CO2 is logarithmic in concentration. Departures of the 
SST changes from straight lines indicate the degree to which the climate 
sensitivity is state dependent. Higher climate sensitivities at high CO2, after 
stratocumulus breakup, occur because the tropical column is approaching 
a local runaway greenhouse state25.
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Possible climate transitions from breakup of stratocumulus decks 
under greenhouse warming 
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and Supplementary Fig. 2b), which, other things being equal, 
enhances the generation of turbulence through latent heat release 
in the cloud layer. This strengthens the turbulent entrainment of 
dry and warm air across the inversion and likewise promotes stra-
tocumulus breakup2—unless it is, as is the case in our and other 
simulations19, compensated by other processes, such as thinning of 
the cloud layer over which the turbulence generation can be real-
ized, or weakening of the entrainment by a reduction in the cloud-
top longwave cooling. A minimal conceptual model2 that combines 
these interacting processes suggests that stratocumulus decks break 
up when the instability parameter S = (LHF/ΔL) × (hc/h) exceeds a 
critical value around Sc ≈ 0.6, where LHF is the latent heat flux at 
the surface, ΔL is the longwave cooling of the cloud tops, hc is the 
thickness of the cloud layer and h is the cloud-top height (Fig. 1). 
In our simulations, the instability parameter S increases from 0.4 at 
400 ppm to 0.7 at 1,200 ppm. The increase in S arises because ΔL 
decreases by 17% from 400 ppm to 1,200 ppm, LHF increases by 
13% and hc/h increases by 24% (Supplementary Fig. 2). (However, 
the cloud thickness hc itself decreases by 5%.)

Amplifying cloud cover–SST feedbacks are crucial for the abrupt 
stratocumulus breakup: as the stratocumulus cloud cover decreases, 
the SST increases, which strengthens surface evaporation and 
enhances the atmosphere’s longwave opacity through water vapour 
feedback. Indeed, if the water vapour concentrations that the radia-
tive transfer scheme sees are fixed at their values in the baseline sim-
ulation, the reduction in cloud-top radiative cooling at 1,200 ppm 
relative to the baseline is 55% weaker than with water vapour feed-
back; that is, water vapour feedback accounts for about half of the 
reduction in cloud-top cooling. Both the effect of water vapour 
feedback on cloud-top radiative cooling and the strengthened sur-
face evaporation lead to a sharp increase in S across the instability 
(for example, LHF alone jumps 73%, see Fig. 1 and Supplementary 
Fig. 2). The non-linear changes in the thermodynamic state of the 

atmosphere and surface cannot immediately reverse when CO2 lev-
els drop again (Supplementary Fig. 2). This leads to the bistability 
and hysteresis. Since previous LES studies have prescribed the SST 
and thus suppressed the surface feedbacks, the abrupt stratocumu-
lus instability, as well as the bistability and hysteresis as a function of 
CO2 levels, remained undiscovered, although the governing cloud-
layer mechanisms were known2,17–19. (Multiple equilibria of strato-
cumulus clouds have been demonstrated in a mixed-layer model 
as a function of large-scale subsidence30 and in LES as a function 
of the initial condition31. However, these involve mechanisms and 
phenomenology that differ from those here, where the focus is on 
bistability as a function of CO2 levels.)

400 ppm

1,600 ppm

Fig. 2 | Clouds in the subtropical LES domain at different CO2 levels. 
Stratocumulus decks prevail in the baseline simulation at 400!ppm CO2, 
which has a subtropical SST of 290!K. At 1,600!ppm CO2, the stratocumulus 
decks have been replaced by scattered cumulus clouds, which leads to 
strong warming and a subtropical SST of 308!K because cloud shading of 
the surface is reduced.
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Fig. 3 | Stratocumulus instability and hysteresis with fixed large-scale 
subsidence. a, Subtropical cloud fraction. b, Cloud liquid water path 
(LWP). c, Subtropical SST. d, Tropical SST. Red upward arrows indicate 
the simulations that started from the baseline simulation with 400!ppm 
CO2; blue downward arrows indicate the simulations that started from 
1,600!ppm. The CO2 axis is logarithmic (ticks every 200!ppm) because the 
radiative forcing of CO2 is logarithmic in concentration. Departures of the 
SST changes from straight lines indicate the degree to which the climate 
sensitivity is state dependent. Higher climate sensitivities at high CO2, after 
stratocumulus breakup, occur because the tropical column is approaching 
a local runaway greenhouse state25.
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and Supplementary Fig. 2b), which, other things being equal, 
enhances the generation of turbulence through latent heat release 
in the cloud layer. This strengthens the turbulent entrainment of 
dry and warm air across the inversion and likewise promotes stra-
tocumulus breakup2—unless it is, as is the case in our and other 
simulations19, compensated by other processes, such as thinning of 
the cloud layer over which the turbulence generation can be real-
ized, or weakening of the entrainment by a reduction in the cloud-
top longwave cooling. A minimal conceptual model2 that combines 
these interacting processes suggests that stratocumulus decks break 
up when the instability parameter S = (LHF/ΔL) × (hc/h) exceeds a 
critical value around Sc ≈ 0.6, where LHF is the latent heat flux at 
the surface, ΔL is the longwave cooling of the cloud tops, hc is the 
thickness of the cloud layer and h is the cloud-top height (Fig. 1). 
In our simulations, the instability parameter S increases from 0.4 at 
400 ppm to 0.7 at 1,200 ppm. The increase in S arises because ΔL 
decreases by 17% from 400 ppm to 1,200 ppm, LHF increases by 
13% and hc/h increases by 24% (Supplementary Fig. 2). (However, 
the cloud thickness hc itself decreases by 5%.)

Amplifying cloud cover–SST feedbacks are crucial for the abrupt 
stratocumulus breakup: as the stratocumulus cloud cover decreases, 
the SST increases, which strengthens surface evaporation and 
enhances the atmosphere’s longwave opacity through water vapour 
feedback. Indeed, if the water vapour concentrations that the radia-
tive transfer scheme sees are fixed at their values in the baseline sim-
ulation, the reduction in cloud-top radiative cooling at 1,200 ppm 
relative to the baseline is 55% weaker than with water vapour feed-
back; that is, water vapour feedback accounts for about half of the 
reduction in cloud-top cooling. Both the effect of water vapour 
feedback on cloud-top radiative cooling and the strengthened sur-
face evaporation lead to a sharp increase in S across the instability 
(for example, LHF alone jumps 73%, see Fig. 1 and Supplementary 
Fig. 2). The non-linear changes in the thermodynamic state of the 

atmosphere and surface cannot immediately reverse when CO2 lev-
els drop again (Supplementary Fig. 2). This leads to the bistability 
and hysteresis. Since previous LES studies have prescribed the SST 
and thus suppressed the surface feedbacks, the abrupt stratocumu-
lus instability, as well as the bistability and hysteresis as a function of 
CO2 levels, remained undiscovered, although the governing cloud-
layer mechanisms were known2,17–19. (Multiple equilibria of strato-
cumulus clouds have been demonstrated in a mixed-layer model 
as a function of large-scale subsidence30 and in LES as a function 
of the initial condition31. However, these involve mechanisms and 
phenomenology that differ from those here, where the focus is on 
bistability as a function of CO2 levels.)

400 ppm

1,600 ppm

Fig. 2 | Clouds in the subtropical LES domain at different CO2 levels. 
Stratocumulus decks prevail in the baseline simulation at 400!ppm CO2, 
which has a subtropical SST of 290!K. At 1,600!ppm CO2, the stratocumulus 
decks have been replaced by scattered cumulus clouds, which leads to 
strong warming and a subtropical SST of 308!K because cloud shading of 
the surface is reduced.
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Fig. 3 | Stratocumulus instability and hysteresis with fixed large-scale 
subsidence. a, Subtropical cloud fraction. b, Cloud liquid water path 
(LWP). c, Subtropical SST. d, Tropical SST. Red upward arrows indicate 
the simulations that started from the baseline simulation with 400!ppm 
CO2; blue downward arrows indicate the simulations that started from 
1,600!ppm. The CO2 axis is logarithmic (ticks every 200!ppm) because the 
radiative forcing of CO2 is logarithmic in concentration. Departures of the 
SST changes from straight lines indicate the degree to which the climate 
sensitivity is state dependent. Higher climate sensitivities at high CO2, after 
stratocumulus breakup, occur because the tropical column is approaching 
a local runaway greenhouse state25.
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export out of the subtropics. In our simulations, we assume that 
the implied energy export is distributed homogeneously across 
the globe, so that our tropical TOA imbalance Rt decreases when 
Rs increases, by an amount that depends on ΔRs and the area frac-
tion γ of the globe represented by the subtropical LES domain. As 
stratocumulus clouds cover 18.5% of the oceans between 5° and 35° 
latitude in both hemispheres, and this subtropical ocean area makes 
up 35% of Earth’s surface area11, we estimate γ = 0.185 × 0.35 = 6.5%. 
Two-way coupling between the subtropical LES domain and the 
tropical column results by driving the free-tropospheric tempera-
ture in the LES domain towards the moist adiabatic temperature 
profile of the tropical column, as is common in two-column models 
of the tropical atmosphere24–26.

Stratocumulus breakup and climate transitions at high CO2
The baseline simulation with 400 ppm CO2 produces stratocumulus 
decks like those observed (Fig. 2). When CO2 levels are increased, 
SST first increases as in current GCMs27, for example, in the trop-
ics by 3.6 K for the CO2 doubling from 400 to 800 ppm (Fig. 3d). 
(CO2 levels here should be understood as the equivalent CO2 levels 
that correspond to a change in the concentration of all well-mixed 
greenhouse gases.) Cloud cover remains dense (Fig. 3a), but the 
amount of liquid water in the clouds decreases slightly (Fig. 3b), 
as seen in previous LES studies with prescribed SSTs17,19. However, 
when a CO2 threshold is crossed at around 1,200 ppm, the strato-
cumulus decks abruptly become unstable and break up into scat-
tered cumulus clouds (Figs. 2 and 3a,b, Supplementary Fig. 1 and 

Supplementary Movie 1). When CO2 levels are lowered again after 
the stratocumulus breakup, the stratocumulus decks only reform 
once the CO2 levels drop below 300 ppm (Fig. 3a,b). That is, there is 
bistability as a function of CO2 levels, and this results in hysteresis.

The subtropical SST jumps by 10 K and the tropical SST by 8 K 
across the stratocumulus instability (Fig. 3c,d). The tropical warm-
ing is a plausible estimate of the global-mean warming triggered by 
the instability. Subtropical marine stratocumulus clouds cover about 
6.5% of the Earth’s surface and, where they occur, reduce the solar 
radiative energy flux absorbed in the climate system by ~110 W m−2, 
compared to about a 10 W m−2 reduction by scattered cumulus22,28.  
If we assume a climate sensitivity parameter of 1.2 K (W m−2)−1  
(as for the more sensitive among current GCMs27), this implies  
(110 − 10) W m−2 × 6.5% × 1.2 K (W m−2)−1 ≈ 8 K global-mean sur-
face warming when subtropical marine stratocumulus break up.

Two key mechanisms and their interaction with the surface 
shape the stratocumulus instability and hysteresis. First, as the 
atmosphere above the clouds becomes more opaque to longwave 
radiation when CO2 levels rise, the downwelling longwave flux at 
the cloud tops increasingly originates in lower and warmer atmo-
spheric layers. Hence, the difference between upwelling and down-
welling radiative energy fluxes at the cloud tops decreases, and the 
cloud-top long-wave cooling weakens (Fig. 1 and Supplementary 
Fig. 2a). This weakens the convection between the cloud layer 
and the surface and promotes the breakup of stratocumulus decks 
through decoupling from their surface moisture supply2,17,29. Second, 
evaporation at the surface strengthens under warming (Fig. 1  

300 K
306 K
315 K

Subtropical temperature
294 K

Subtropical temperature
305 K

Subtropical temperature
290 K

Tropical temperature

h ≈ 835 m

hc ≈ 405 m

Longwave cooling
ΔL ≈ 5 W m–2

209 W m–2

Evaporation

h ≈ 970 m

hc ≈ 350 m

Longwave cooling
ΔL ≈ 62 W m–2
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Evaporation

Tropical column Subtropical LES domain

400 ppm 1,200 ppm 1,300 ppm

Ocean heat release 3 W m–2
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Short- and
longwave radiation
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Sensible
heat flux
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Evaporation

Longwave cooling
ΔL ≈ 74 W m–2

h ≈ 1,270 m

hc ≈ 370 m

Insolation
471 W m–2

Entrainment

Fig. 1 | Simulated subtropical clouds in the present climate (400!ppm CO2), at higher CO2 (1,200!ppm) and after stratocumulus breakup (1,300!ppm). In 
stratocumulus clouds, longwave radiative cooling of the cloud tops propels air parcels downward, which convectively connects the clouds to their moisture 
supply at the surface. Turbulence entrains warm and dry air across the inversion, which counteracts the radiative cooling and convective moistening of 
the cloud layer. When the atmospheric concentration of greenhouse gases (for example, CO2 and H2O) increases (1,200!ppm), the longwave cooling 
of the cloud tops weakens, because the downwelling longwave radiation that reaches the cloud tops from above emanates at lower levels with higher 
temperatures relative to the cloud-top temperatures. Eventually, at sufficiently high greenhouse gas concentrations (1,300!ppm in our simulation without 
subsidence changes), stratocumulus decks break up into cumulus clouds, which leads to dramatic surface warming. Evaporation then strengthens, and the 
average longwave cooling at the level of the cloud tops drops to less than 10% of its value in the presence of stratocumulus decks.
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export out of the subtropics. In our simulations, we assume that 
the implied energy export is distributed homogeneously across 
the globe, so that our tropical TOA imbalance Rt decreases when 
Rs increases, by an amount that depends on ΔRs and the area frac-
tion γ of the globe represented by the subtropical LES domain. As 
stratocumulus clouds cover 18.5% of the oceans between 5° and 35° 
latitude in both hemispheres, and this subtropical ocean area makes 
up 35% of Earth’s surface area11, we estimate γ = 0.185 × 0.35 = 6.5%. 
Two-way coupling between the subtropical LES domain and the 
tropical column results by driving the free-tropospheric tempera-
ture in the LES domain towards the moist adiabatic temperature 
profile of the tropical column, as is common in two-column models 
of the tropical atmosphere24–26.

Stratocumulus breakup and climate transitions at high CO2
The baseline simulation with 400 ppm CO2 produces stratocumulus 
decks like those observed (Fig. 2). When CO2 levels are increased, 
SST first increases as in current GCMs27, for example, in the trop-
ics by 3.6 K for the CO2 doubling from 400 to 800 ppm (Fig. 3d). 
(CO2 levels here should be understood as the equivalent CO2 levels 
that correspond to a change in the concentration of all well-mixed 
greenhouse gases.) Cloud cover remains dense (Fig. 3a), but the 
amount of liquid water in the clouds decreases slightly (Fig. 3b), 
as seen in previous LES studies with prescribed SSTs17,19. However, 
when a CO2 threshold is crossed at around 1,200 ppm, the strato-
cumulus decks abruptly become unstable and break up into scat-
tered cumulus clouds (Figs. 2 and 3a,b, Supplementary Fig. 1 and 

Supplementary Movie 1). When CO2 levels are lowered again after 
the stratocumulus breakup, the stratocumulus decks only reform 
once the CO2 levels drop below 300 ppm (Fig. 3a,b). That is, there is 
bistability as a function of CO2 levels, and this results in hysteresis.

The subtropical SST jumps by 10 K and the tropical SST by 8 K 
across the stratocumulus instability (Fig. 3c,d). The tropical warm-
ing is a plausible estimate of the global-mean warming triggered by 
the instability. Subtropical marine stratocumulus clouds cover about 
6.5% of the Earth’s surface and, where they occur, reduce the solar 
radiative energy flux absorbed in the climate system by ~110 W m−2, 
compared to about a 10 W m−2 reduction by scattered cumulus22,28.  
If we assume a climate sensitivity parameter of 1.2 K (W m−2)−1  
(as for the more sensitive among current GCMs27), this implies  
(110 − 10) W m−2 × 6.5% × 1.2 K (W m−2)−1 ≈ 8 K global-mean sur-
face warming when subtropical marine stratocumulus break up.

Two key mechanisms and their interaction with the surface 
shape the stratocumulus instability and hysteresis. First, as the 
atmosphere above the clouds becomes more opaque to longwave 
radiation when CO2 levels rise, the downwelling longwave flux at 
the cloud tops increasingly originates in lower and warmer atmo-
spheric layers. Hence, the difference between upwelling and down-
welling radiative energy fluxes at the cloud tops decreases, and the 
cloud-top long-wave cooling weakens (Fig. 1 and Supplementary 
Fig. 2a). This weakens the convection between the cloud layer 
and the surface and promotes the breakup of stratocumulus decks 
through decoupling from their surface moisture supply2,17,29. Second, 
evaporation at the surface strengthens under warming (Fig. 1  
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Fig. 1 | Simulated subtropical clouds in the present climate (400!ppm CO2), at higher CO2 (1,200!ppm) and after stratocumulus breakup (1,300!ppm). In 
stratocumulus clouds, longwave radiative cooling of the cloud tops propels air parcels downward, which convectively connects the clouds to their moisture 
supply at the surface. Turbulence entrains warm and dry air across the inversion, which counteracts the radiative cooling and convective moistening of 
the cloud layer. When the atmospheric concentration of greenhouse gases (for example, CO2 and H2O) increases (1,200!ppm), the longwave cooling 
of the cloud tops weakens, because the downwelling longwave radiation that reaches the cloud tops from above emanates at lower levels with higher 
temperatures relative to the cloud-top temperatures. Eventually, at sufficiently high greenhouse gas concentrations (1,300!ppm in our simulation without 
subsidence changes), stratocumulus decks break up into cumulus clouds, which leads to dramatic surface warming. Evaporation then strengthens, and the 
average longwave cooling at the level of the cloud tops drops to less than 10% of its value in the presence of stratocumulus decks.
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Fig. 1 | Simulated subtropical clouds for 400 ppm CO2, 1,200 
ppm, and after breakup (1,300 ppm). In stratocumulus clouds, LW 
cooling of cloud tops propels air parcels downward, convectively 
coupling clouds to surface moisture source. Turbulence entrains 
warm & dry air across the inversion, counteracting radiative cooling 
& convective moistening of cloud layer. At high CO2 (& H2O) LW 
cooling of cloud tops weakens, bec downwelling LW arrives from 
lower levels/ higher temperatures ➨ decks break up into cumulus 
clouds, leading to dramatic albedo change & surface warming. 
Evaporation increases & LW cooling at cloud tops drops to < 10%.
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Mechanism of breakup at high CO2: 
Higher CO2: ➨ downwelling LW toward cloud tops ⬆︎ (increased 
atmc emissivity ➨ ⬆︎ LW coming from lower/warmer altitudes)

➨ decreased cloud top cooling  ➨ decoupling from surface

➨ clouds dissipate
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Breakdown of subtropical stratocumulus decks

Schneider et al 2020

Mechanism of breakup at high CO2: 
Higher CO2: ➨ downwelling LW toward cloud tops ⬆︎ (increased 
atmc emissivity ➨ ⬆︎ LW coming from lower/warmer altitudes)

➨ decreased cloud top cooling  ➨ decoupling from surface

➨ clouds dissipate
[paper mentions a 2nd mechanism: high T ➨ enhanced evaporation 
➨ more turbulence at cloud level due to latent heat release ➨ more 
entrainment ➨ warming/drying & decoupling; 

But: with clouds gone, is there still latent heat release?]
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Breakdown of subtropical stratocumulus decks

Schneider et al 2020

Mechanism of breakup at high CO2: 
Higher CO2: ➨ downwelling LW toward cloud tops ⬆︎ (increased 
atmc emissivity ➨ ⬆︎ LW coming from lower/warmer altitudes)

➨ decreased cloud top cooling  ➨ decoupling from surface

➨ clouds dissipate

Consequences of stratocumulus breakup: 
Subtropical SST jumps by 10K. Subtropical marine stratocumulus clouds cover ~6.5% 
of Earth’s surface & reduce absorbed SW by ~110 W m−2, compared to ~10 Wm−2 by 
scattered cumulus. With climate sensitivity of 1.2 K (Wm−2)−1 (4.8 K/CO2 doubling; high 
for current GCMs) implies (110−10) Wm−2 × 6.5% × 1.2 K (Wm−2)−1 ≈ 8 K global-mean 
surface warming (stratocumulus clouds cover ~6.5% of Earth area). This seems to 
assume an infinitely efficient heat transport to the rest of the globe.

[paper mentions a 2nd mechanism: high T ➨ enhanced evaporation 
➨ more turbulence at cloud level due to latent heat release ➨ more 
entrainment ➨ warming/drying & decoupling; 

But: with clouds gone, is there still latent heat release?]
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Arctic air suppression over high latitude land

Cronin & Tziperman 2015

By low cloud forming due to 
moisture arriving from over warmer 
ocean
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Arctic air suppression

Arctic air formation
Single-column model (WRF) simulation of 
polar air formation with initial 2-m air 
temperature T2(t=0) = 0° C.  Simulating an 
air column going from ocean to over high-
latitude land during winter, no solar forcing. 


Results: surface temperature cools by 
about 60C in two weeks, strong inversion 
develops.


(following Judith Curry 1983)

mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.

A B C

D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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Arctic air formation - mechanism

Single-column simulation of polar air 
formation with initial 2-m air 
temperature T2(t=0) = 0° C 

Consider purple curves only: 

(following Curry 1983)
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Arctic air formation for present-day initial conditions - mechanism



mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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Arctic air formation - mechanism

Single-column simulation of polar air 
formation with initial 2-m air 
temperature T2(t=0) = 0° C 

Consider purple curves only: 

• Rapid initial cooling to t=½ day

(following Curry 1983)
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.

A B C

D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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Eli Tziperman, EPS 231, Climate dynamics

Single-column 
simulation of polar air 
formation with initial 
2m air temperature 
T2(t=0) = 20° C instead 
of 0° C 

Day-1 cooling similar to cold initial conditions, but further 
surface cooling suppressed by LW effects of a liquid low 
cloud cloud layer!


mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.

A B C

D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.

A B C

D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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Eli Tziperman, EPS 231, Climate dynamics

mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.

A B C

D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.

A B C

D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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The importance of clouds can by seen by comparing net
longwave surface cooling rates with and without clouds (Fig. 1D).
The difference between the solid and dashed purple lines, cor-
responding to the simulation with T2(0) = 0 °C, indicates that clouds
only weakly influence the surface cooling, except in the brief period
between days 1 and 2 when a thick mixed-phase stratus layer forms.
The difference between the solid and dashed orange lines, corre-
sponding to the T2ð0Þ = 20 °C simulation, is larger and more per-
sistent, indicating that clouds reduce surface cooling for nearly the
entire duration of the simulation. The influence of initial temper-
ature can also be seen in plots of the vertically integrated cloud
liquid and ice amounts; the warm initial state develops and retains
more liquid water in clouds (Fig. 1E).
The reduced rate of cooling in response to higher initial tem-

perature T2ð0Þ is robust with respect to the microphysics scheme
used, as seen in the difference between the initial temperature and
the time mean 2-m air temperature over the duration of the sim-
ulation, ΔT2 =T2ð0Þ−T2 (Fig. 2A). The average surface cooling
across microphysics schemes for T2ð0Þ= 0 °C isΔT2 ≈ 38  °C, and is
reduced by 21 °C to ΔT2 ≈ 17° C for T2ð0Þ= 20° C. The suppres-
sion of Arctic air formation thus amplifies warming of the initial
atmospheric state by over a factor of two.
The time taken for the 2-m air temperature to drop below

freezing, τ0, is less than 0.5 d if T2ð0Þ< 10°  C, but rises steeply to
∼10 d for T2ð0Þ= 20° C (Fig. 2B). This nonlinearity is a conse-
quence of the differential surface cooling rates under clear and
cloudy skies as well as the use of a threshold-crossing metric; the
surface initially cools rapidly under clear skies, but cools much more
slowly once clouds form, with a temperature plateau for many days
(solid orange line in Fig. 1C). Thus, for T2ð0Þ< 10°  C, the surface
drops below freezing before clouds form and τ0 is relatively in-
sensitive to T2ð0Þ, but for T2ð0Þ> 10°  C, the surface drops below
freezing after clouds form, and τ0 is much more sensitive to T2ð0Þ.
Sensitivity tests allow us to decompose the reduced rate of

cooling into contributions from cloud radiative effects, latent
heat release, and clear-sky longwave radiation effects. The dash-
dotted line marked “no microphysics” in Fig. 2A indicates the
cooling that takes place in simulations where no phase change of
water is allowed, and thus no cloud formation or latent heat
release. The modestly reduced cooling of this case at higher
T2ð0Þ owes to the decrease in clear-sky surface radiative cooling
with higher atmospheric temperature (see also Fig. 1D, com-
paring initial surface longwave cooling rates). The dash-dotted
line marked “no CRF” in Fig. 2A shows the cooling that takes
place when phase change of water is allowed, but clouds have no
effect on radiative transfer calculations. The difference between
the “no microphysics” and “no CRF” simulations thus indicates
that the influence of latent heat release on the reduction of
surface cooling is only ∼ 3°  C at T2ð0Þ= 20°  C. The large differ-
ence between the no CRF dash-dotted line and the set of solid
lines, including the black multimicrophysics mean line, shows
that cloud−radiation interactions dominate the reduced cooling
with warmer T2ð0Þ. Furthermore, simulations representing clouds
as only liquid regardless of temperature (dash-dotted line labeled
“no ice”) show reduced cooling for all T2ð0Þ, and also a weaker
sensitivity of ΔT2 to T2ð0Þ. These sensitivity tests demonstrate that
most of the simulated reduction in cooling arises from the radia-
tive effects of clouds, and relates to a change in the phase of cloud
particles from ice to liquid.
Consider next the role of CO2, first by allowing its concen-

tration to vary, with T2ð0Þ held constant. The mean across mi-
crophysics schemes shows that each doubling of CO2 leads to a
modest 0.57–0.77 °C increase in the 2-wk average temperature,
T2 (Fig. S1). Next, specifying a doubling of CO2 along with each
4 °C increase in T2ð0Þ, we find that the fraction of warming due
to clear-sky processes increases (compare “no microphysics”
curves in Figs. 2A and S2A), yet the warming is similar to that
obtained by only changing the initial temperature T2ð0Þ. The

direct influence of changes in CO2 is thus small compared with
that of changes in clouds.
Additional sensitivity tests demonstrate robustness to the ini-

tial relative humidity profile, because the large decrease in near-
surface temperature always leads to supersaturation and cloud
formation at some point in the cooling process (Figs. S3 and S4).
Our main results are also robust to the inclusion of subsidence,
which limits the upward growth of the cloud deck for warmer
initial conditions (Fig. S5) and weakens but does not eliminate
the role of clouds in suppressing Arctic air formation (Fig. S6).
Simulations with smaller and larger surface heat capacities (Figs.
S7 and S8) show that the sensitivity of ΔT2 to T2ð0Þ is larger for a
lower heat capacity surface, because of stronger inversions at low
temperatures corresponding to the present climate.

A

B

Fig. 2. Simulation results for (A) average surface cooling over 2-wk period,
ΔT2 (° C), and (B) number of days taken for the 2-m air temperature to drop
below freezing, τ0, both as a function of T2ð0Þ. Black line (“multi-μphysics
mean”) indicates an average across the solid-line microphysics parameteri-
zations, which contain both liquid- and ice-phase processes. Dash-dotted
lines show unrealistic microphysics assumptions used to diagnose the re-
sponse mechanism; “no microphysics” indicates no phase change of water
allowed, and thus no clouds at all; “no CRF” indicates that clouds are
allowed to form but do not affect radiative transfer; “No ice (Kessler)” in-
dicates a microphysics scheme that has only liquid condensate, regardless of
temperature. A quadratic fit to the solid black line in A is shown in black
dashes, with the fit shown at the bottom of A.
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The importance of clouds can by seen by comparing net
longwave surface cooling rates with and without clouds (Fig. 1D).
The difference between the solid and dashed purple lines, cor-
responding to the simulation with T2(0) = 0 °C, indicates that clouds
only weakly influence the surface cooling, except in the brief period
between days 1 and 2 when a thick mixed-phase stratus layer forms.
The difference between the solid and dashed orange lines, corre-
sponding to the T2ð0Þ = 20 °C simulation, is larger and more per-
sistent, indicating that clouds reduce surface cooling for nearly the
entire duration of the simulation. The influence of initial temper-
ature can also be seen in plots of the vertically integrated cloud
liquid and ice amounts; the warm initial state develops and retains
more liquid water in clouds (Fig. 1E).
The reduced rate of cooling in response to higher initial tem-

perature T2ð0Þ is robust with respect to the microphysics scheme
used, as seen in the difference between the initial temperature and
the time mean 2-m air temperature over the duration of the sim-
ulation, ΔT2 =T2ð0Þ−T2 (Fig. 2A). The average surface cooling
across microphysics schemes for T2ð0Þ= 0 °C isΔT2 ≈ 38  °C, and is
reduced by 21 °C to ΔT2 ≈ 17° C for T2ð0Þ= 20° C. The suppres-
sion of Arctic air formation thus amplifies warming of the initial
atmospheric state by over a factor of two.
The time taken for the 2-m air temperature to drop below

freezing, τ0, is less than 0.5 d if T2ð0Þ< 10°  C, but rises steeply to
∼10 d for T2ð0Þ= 20° C (Fig. 2B). This nonlinearity is a conse-
quence of the differential surface cooling rates under clear and
cloudy skies as well as the use of a threshold-crossing metric; the
surface initially cools rapidly under clear skies, but cools much more
slowly once clouds form, with a temperature plateau for many days
(solid orange line in Fig. 1C). Thus, for T2ð0Þ< 10°  C, the surface
drops below freezing before clouds form and τ0 is relatively in-
sensitive to T2ð0Þ, but for T2ð0Þ> 10°  C, the surface drops below
freezing after clouds form, and τ0 is much more sensitive to T2ð0Þ.
Sensitivity tests allow us to decompose the reduced rate of

cooling into contributions from cloud radiative effects, latent
heat release, and clear-sky longwave radiation effects. The dash-
dotted line marked “no microphysics” in Fig. 2A indicates the
cooling that takes place in simulations where no phase change of
water is allowed, and thus no cloud formation or latent heat
release. The modestly reduced cooling of this case at higher
T2ð0Þ owes to the decrease in clear-sky surface radiative cooling
with higher atmospheric temperature (see also Fig. 1D, com-
paring initial surface longwave cooling rates). The dash-dotted
line marked “no CRF” in Fig. 2A shows the cooling that takes
place when phase change of water is allowed, but clouds have no
effect on radiative transfer calculations. The difference between
the “no microphysics” and “no CRF” simulations thus indicates
that the influence of latent heat release on the reduction of
surface cooling is only ∼ 3°  C at T2ð0Þ= 20°  C. The large differ-
ence between the no CRF dash-dotted line and the set of solid
lines, including the black multimicrophysics mean line, shows
that cloud−radiation interactions dominate the reduced cooling
with warmer T2ð0Þ. Furthermore, simulations representing clouds
as only liquid regardless of temperature (dash-dotted line labeled
“no ice”) show reduced cooling for all T2ð0Þ, and also a weaker
sensitivity of ΔT2 to T2ð0Þ. These sensitivity tests demonstrate that
most of the simulated reduction in cooling arises from the radia-
tive effects of clouds, and relates to a change in the phase of cloud
particles from ice to liquid.
Consider next the role of CO2, first by allowing its concen-

tration to vary, with T2ð0Þ held constant. The mean across mi-
crophysics schemes shows that each doubling of CO2 leads to a
modest 0.57–0.77 °C increase in the 2-wk average temperature,
T2 (Fig. S1). Next, specifying a doubling of CO2 along with each
4 °C increase in T2ð0Þ, we find that the fraction of warming due
to clear-sky processes increases (compare “no microphysics”
curves in Figs. 2A and S2A), yet the warming is similar to that
obtained by only changing the initial temperature T2ð0Þ. The

direct influence of changes in CO2 is thus small compared with
that of changes in clouds.
Additional sensitivity tests demonstrate robustness to the ini-

tial relative humidity profile, because the large decrease in near-
surface temperature always leads to supersaturation and cloud
formation at some point in the cooling process (Figs. S3 and S4).
Our main results are also robust to the inclusion of subsidence,
which limits the upward growth of the cloud deck for warmer
initial conditions (Fig. S5) and weakens but does not eliminate
the role of clouds in suppressing Arctic air formation (Fig. S6).
Simulations with smaller and larger surface heat capacities (Figs.
S7 and S8) show that the sensitivity of ΔT2 to T2ð0Þ is larger for a
lower heat capacity surface, because of stronger inversions at low
temperatures corresponding to the present climate.

A

B

Fig. 2. Simulation results for (A) average surface cooling over 2-wk period,
ΔT2 (° C), and (B) number of days taken for the 2-m air temperature to drop
below freezing, τ0, both as a function of T2ð0Þ. Black line (“multi-μphysics
mean”) indicates an average across the solid-line microphysics parameteri-
zations, which contain both liquid- and ice-phase processes. Dash-dotted
lines show unrealistic microphysics assumptions used to diagnose the re-
sponse mechanism; “no microphysics” indicates no phase change of water
allowed, and thus no clouds at all; “no CRF” indicates that clouds are
allowed to form but do not affect radiative transfer; “No ice (Kessler)” in-
dicates a microphysics scheme that has only liquid condensate, regardless of
temperature. A quadratic fit to the solid black line in A is shown in black
dashes, with the fit shown at the bottom of A.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.

A B C

D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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The importance of clouds can by seen by comparing net
longwave surface cooling rates with and without clouds (Fig. 1D).
The difference between the solid and dashed purple lines, cor-
responding to the simulation with T2(0) = 0 °C, indicates that clouds
only weakly influence the surface cooling, except in the brief period
between days 1 and 2 when a thick mixed-phase stratus layer forms.
The difference between the solid and dashed orange lines, corre-
sponding to the T2ð0Þ = 20 °C simulation, is larger and more per-
sistent, indicating that clouds reduce surface cooling for nearly the
entire duration of the simulation. The influence of initial temper-
ature can also be seen in plots of the vertically integrated cloud
liquid and ice amounts; the warm initial state develops and retains
more liquid water in clouds (Fig. 1E).
The reduced rate of cooling in response to higher initial tem-

perature T2ð0Þ is robust with respect to the microphysics scheme
used, as seen in the difference between the initial temperature and
the time mean 2-m air temperature over the duration of the sim-
ulation, ΔT2 =T2ð0Þ−T2 (Fig. 2A). The average surface cooling
across microphysics schemes for T2ð0Þ= 0 °C isΔT2 ≈ 38  °C, and is
reduced by 21 °C to ΔT2 ≈ 17° C for T2ð0Þ= 20° C. The suppres-
sion of Arctic air formation thus amplifies warming of the initial
atmospheric state by over a factor of two.
The time taken for the 2-m air temperature to drop below

freezing, τ0, is less than 0.5 d if T2ð0Þ< 10°  C, but rises steeply to
∼10 d for T2ð0Þ= 20° C (Fig. 2B). This nonlinearity is a conse-
quence of the differential surface cooling rates under clear and
cloudy skies as well as the use of a threshold-crossing metric; the
surface initially cools rapidly under clear skies, but cools much more
slowly once clouds form, with a temperature plateau for many days
(solid orange line in Fig. 1C). Thus, for T2ð0Þ< 10°  C, the surface
drops below freezing before clouds form and τ0 is relatively in-
sensitive to T2ð0Þ, but for T2ð0Þ> 10°  C, the surface drops below
freezing after clouds form, and τ0 is much more sensitive to T2ð0Þ.
Sensitivity tests allow us to decompose the reduced rate of

cooling into contributions from cloud radiative effects, latent
heat release, and clear-sky longwave radiation effects. The dash-
dotted line marked “no microphysics” in Fig. 2A indicates the
cooling that takes place in simulations where no phase change of
water is allowed, and thus no cloud formation or latent heat
release. The modestly reduced cooling of this case at higher
T2ð0Þ owes to the decrease in clear-sky surface radiative cooling
with higher atmospheric temperature (see also Fig. 1D, com-
paring initial surface longwave cooling rates). The dash-dotted
line marked “no CRF” in Fig. 2A shows the cooling that takes
place when phase change of water is allowed, but clouds have no
effect on radiative transfer calculations. The difference between
the “no microphysics” and “no CRF” simulations thus indicates
that the influence of latent heat release on the reduction of
surface cooling is only ∼ 3°  C at T2ð0Þ= 20°  C. The large differ-
ence between the no CRF dash-dotted line and the set of solid
lines, including the black multimicrophysics mean line, shows
that cloud−radiation interactions dominate the reduced cooling
with warmer T2ð0Þ. Furthermore, simulations representing clouds
as only liquid regardless of temperature (dash-dotted line labeled
“no ice”) show reduced cooling for all T2ð0Þ, and also a weaker
sensitivity of ΔT2 to T2ð0Þ. These sensitivity tests demonstrate that
most of the simulated reduction in cooling arises from the radia-
tive effects of clouds, and relates to a change in the phase of cloud
particles from ice to liquid.
Consider next the role of CO2, first by allowing its concen-

tration to vary, with T2ð0Þ held constant. The mean across mi-
crophysics schemes shows that each doubling of CO2 leads to a
modest 0.57–0.77 °C increase in the 2-wk average temperature,
T2 (Fig. S1). Next, specifying a doubling of CO2 along with each
4 °C increase in T2ð0Þ, we find that the fraction of warming due
to clear-sky processes increases (compare “no microphysics”
curves in Figs. 2A and S2A), yet the warming is similar to that
obtained by only changing the initial temperature T2ð0Þ. The

direct influence of changes in CO2 is thus small compared with
that of changes in clouds.
Additional sensitivity tests demonstrate robustness to the ini-

tial relative humidity profile, because the large decrease in near-
surface temperature always leads to supersaturation and cloud
formation at some point in the cooling process (Figs. S3 and S4).
Our main results are also robust to the inclusion of subsidence,
which limits the upward growth of the cloud deck for warmer
initial conditions (Fig. S5) and weakens but does not eliminate
the role of clouds in suppressing Arctic air formation (Fig. S6).
Simulations with smaller and larger surface heat capacities (Figs.
S7 and S8) show that the sensitivity of ΔT2 to T2ð0Þ is larger for a
lower heat capacity surface, because of stronger inversions at low
temperatures corresponding to the present climate.
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B

Fig. 2. Simulation results for (A) average surface cooling over 2-wk period,
ΔT2 (° C), and (B) number of days taken for the 2-m air temperature to drop
below freezing, τ0, both as a function of T2ð0Þ. Black line (“multi-μphysics
mean”) indicates an average across the solid-line microphysics parameteri-
zations, which contain both liquid- and ice-phase processes. Dash-dotted
lines show unrealistic microphysics assumptions used to diagnose the re-
sponse mechanism; “no microphysics” indicates no phase change of water
allowed, and thus no clouds at all; “no CRF” indicates that clouds are
allowed to form but do not affect radiative transfer; “No ice (Kessler)” in-
dicates a microphysics scheme that has only liquid condensate, regardless of
temperature. A quadratic fit to the solid black line in A is shown in black
dashes, with the fit shown at the bottom of A.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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The importance of clouds can by seen by comparing net
longwave surface cooling rates with and without clouds (Fig. 1D).
The difference between the solid and dashed purple lines, cor-
responding to the simulation with T2(0) = 0 °C, indicates that clouds
only weakly influence the surface cooling, except in the brief period
between days 1 and 2 when a thick mixed-phase stratus layer forms.
The difference between the solid and dashed orange lines, corre-
sponding to the T2ð0Þ = 20 °C simulation, is larger and more per-
sistent, indicating that clouds reduce surface cooling for nearly the
entire duration of the simulation. The influence of initial temper-
ature can also be seen in plots of the vertically integrated cloud
liquid and ice amounts; the warm initial state develops and retains
more liquid water in clouds (Fig. 1E).
The reduced rate of cooling in response to higher initial tem-

perature T2ð0Þ is robust with respect to the microphysics scheme
used, as seen in the difference between the initial temperature and
the time mean 2-m air temperature over the duration of the sim-
ulation, ΔT2 =T2ð0Þ−T2 (Fig. 2A). The average surface cooling
across microphysics schemes for T2ð0Þ= 0 °C isΔT2 ≈ 38  °C, and is
reduced by 21 °C to ΔT2 ≈ 17° C for T2ð0Þ= 20° C. The suppres-
sion of Arctic air formation thus amplifies warming of the initial
atmospheric state by over a factor of two.
The time taken for the 2-m air temperature to drop below

freezing, τ0, is less than 0.5 d if T2ð0Þ< 10°  C, but rises steeply to
∼10 d for T2ð0Þ= 20° C (Fig. 2B). This nonlinearity is a conse-
quence of the differential surface cooling rates under clear and
cloudy skies as well as the use of a threshold-crossing metric; the
surface initially cools rapidly under clear skies, but cools much more
slowly once clouds form, with a temperature plateau for many days
(solid orange line in Fig. 1C). Thus, for T2ð0Þ< 10°  C, the surface
drops below freezing before clouds form and τ0 is relatively in-
sensitive to T2ð0Þ, but for T2ð0Þ> 10°  C, the surface drops below
freezing after clouds form, and τ0 is much more sensitive to T2ð0Þ.
Sensitivity tests allow us to decompose the reduced rate of

cooling into contributions from cloud radiative effects, latent
heat release, and clear-sky longwave radiation effects. The dash-
dotted line marked “no microphysics” in Fig. 2A indicates the
cooling that takes place in simulations where no phase change of
water is allowed, and thus no cloud formation or latent heat
release. The modestly reduced cooling of this case at higher
T2ð0Þ owes to the decrease in clear-sky surface radiative cooling
with higher atmospheric temperature (see also Fig. 1D, com-
paring initial surface longwave cooling rates). The dash-dotted
line marked “no CRF” in Fig. 2A shows the cooling that takes
place when phase change of water is allowed, but clouds have no
effect on radiative transfer calculations. The difference between
the “no microphysics” and “no CRF” simulations thus indicates
that the influence of latent heat release on the reduction of
surface cooling is only ∼ 3°  C at T2ð0Þ= 20°  C. The large differ-
ence between the no CRF dash-dotted line and the set of solid
lines, including the black multimicrophysics mean line, shows
that cloud−radiation interactions dominate the reduced cooling
with warmer T2ð0Þ. Furthermore, simulations representing clouds
as only liquid regardless of temperature (dash-dotted line labeled
“no ice”) show reduced cooling for all T2ð0Þ, and also a weaker
sensitivity of ΔT2 to T2ð0Þ. These sensitivity tests demonstrate that
most of the simulated reduction in cooling arises from the radia-
tive effects of clouds, and relates to a change in the phase of cloud
particles from ice to liquid.
Consider next the role of CO2, first by allowing its concen-

tration to vary, with T2ð0Þ held constant. The mean across mi-
crophysics schemes shows that each doubling of CO2 leads to a
modest 0.57–0.77 °C increase in the 2-wk average temperature,
T2 (Fig. S1). Next, specifying a doubling of CO2 along with each
4 °C increase in T2ð0Þ, we find that the fraction of warming due
to clear-sky processes increases (compare “no microphysics”
curves in Figs. 2A and S2A), yet the warming is similar to that
obtained by only changing the initial temperature T2ð0Þ. The

direct influence of changes in CO2 is thus small compared with
that of changes in clouds.
Additional sensitivity tests demonstrate robustness to the ini-

tial relative humidity profile, because the large decrease in near-
surface temperature always leads to supersaturation and cloud
formation at some point in the cooling process (Figs. S3 and S4).
Our main results are also robust to the inclusion of subsidence,
which limits the upward growth of the cloud deck for warmer
initial conditions (Fig. S5) and weakens but does not eliminate
the role of clouds in suppressing Arctic air formation (Fig. S6).
Simulations with smaller and larger surface heat capacities (Figs.
S7 and S8) show that the sensitivity of ΔT2 to T2ð0Þ is larger for a
lower heat capacity surface, because of stronger inversions at low
temperatures corresponding to the present climate.
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B

Fig. 2. Simulation results for (A) average surface cooling over 2-wk period,
ΔT2 (° C), and (B) number of days taken for the 2-m air temperature to drop
below freezing, τ0, both as a function of T2ð0Þ. Black line (“multi-μphysics
mean”) indicates an average across the solid-line microphysics parameteri-
zations, which contain both liquid- and ice-phase processes. Dash-dotted
lines show unrealistic microphysics assumptions used to diagnose the re-
sponse mechanism; “no microphysics” indicates no phase change of water
allowed, and thus no clouds at all; “no CRF” indicates that clouds are
allowed to form but do not affect radiative transfer; “No ice (Kessler)” in-
dicates a microphysics scheme that has only liquid condensate, regardless of
temperature. A quadratic fit to the solid black line in A is shown in black
dashes, with the fit shown at the bottom of A.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.

A B C

D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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The importance of clouds can by seen by comparing net
longwave surface cooling rates with and without clouds (Fig. 1D).
The difference between the solid and dashed purple lines, cor-
responding to the simulation with T2(0) = 0 °C, indicates that clouds
only weakly influence the surface cooling, except in the brief period
between days 1 and 2 when a thick mixed-phase stratus layer forms.
The difference between the solid and dashed orange lines, corre-
sponding to the T2ð0Þ = 20 °C simulation, is larger and more per-
sistent, indicating that clouds reduce surface cooling for nearly the
entire duration of the simulation. The influence of initial temper-
ature can also be seen in plots of the vertically integrated cloud
liquid and ice amounts; the warm initial state develops and retains
more liquid water in clouds (Fig. 1E).
The reduced rate of cooling in response to higher initial tem-

perature T2ð0Þ is robust with respect to the microphysics scheme
used, as seen in the difference between the initial temperature and
the time mean 2-m air temperature over the duration of the sim-
ulation, ΔT2 =T2ð0Þ−T2 (Fig. 2A). The average surface cooling
across microphysics schemes for T2ð0Þ= 0 °C isΔT2 ≈ 38  °C, and is
reduced by 21 °C to ΔT2 ≈ 17° C for T2ð0Þ= 20° C. The suppres-
sion of Arctic air formation thus amplifies warming of the initial
atmospheric state by over a factor of two.
The time taken for the 2-m air temperature to drop below

freezing, τ0, is less than 0.5 d if T2ð0Þ< 10°  C, but rises steeply to
∼10 d for T2ð0Þ= 20° C (Fig. 2B). This nonlinearity is a conse-
quence of the differential surface cooling rates under clear and
cloudy skies as well as the use of a threshold-crossing metric; the
surface initially cools rapidly under clear skies, but cools much more
slowly once clouds form, with a temperature plateau for many days
(solid orange line in Fig. 1C). Thus, for T2ð0Þ< 10°  C, the surface
drops below freezing before clouds form and τ0 is relatively in-
sensitive to T2ð0Þ, but for T2ð0Þ> 10°  C, the surface drops below
freezing after clouds form, and τ0 is much more sensitive to T2ð0Þ.
Sensitivity tests allow us to decompose the reduced rate of

cooling into contributions from cloud radiative effects, latent
heat release, and clear-sky longwave radiation effects. The dash-
dotted line marked “no microphysics” in Fig. 2A indicates the
cooling that takes place in simulations where no phase change of
water is allowed, and thus no cloud formation or latent heat
release. The modestly reduced cooling of this case at higher
T2ð0Þ owes to the decrease in clear-sky surface radiative cooling
with higher atmospheric temperature (see also Fig. 1D, com-
paring initial surface longwave cooling rates). The dash-dotted
line marked “no CRF” in Fig. 2A shows the cooling that takes
place when phase change of water is allowed, but clouds have no
effect on radiative transfer calculations. The difference between
the “no microphysics” and “no CRF” simulations thus indicates
that the influence of latent heat release on the reduction of
surface cooling is only ∼ 3°  C at T2ð0Þ= 20°  C. The large differ-
ence between the no CRF dash-dotted line and the set of solid
lines, including the black multimicrophysics mean line, shows
that cloud−radiation interactions dominate the reduced cooling
with warmer T2ð0Þ. Furthermore, simulations representing clouds
as only liquid regardless of temperature (dash-dotted line labeled
“no ice”) show reduced cooling for all T2ð0Þ, and also a weaker
sensitivity of ΔT2 to T2ð0Þ. These sensitivity tests demonstrate that
most of the simulated reduction in cooling arises from the radia-
tive effects of clouds, and relates to a change in the phase of cloud
particles from ice to liquid.
Consider next the role of CO2, first by allowing its concen-

tration to vary, with T2ð0Þ held constant. The mean across mi-
crophysics schemes shows that each doubling of CO2 leads to a
modest 0.57–0.77 °C increase in the 2-wk average temperature,
T2 (Fig. S1). Next, specifying a doubling of CO2 along with each
4 °C increase in T2ð0Þ, we find that the fraction of warming due
to clear-sky processes increases (compare “no microphysics”
curves in Figs. 2A and S2A), yet the warming is similar to that
obtained by only changing the initial temperature T2ð0Þ. The

direct influence of changes in CO2 is thus small compared with
that of changes in clouds.
Additional sensitivity tests demonstrate robustness to the ini-

tial relative humidity profile, because the large decrease in near-
surface temperature always leads to supersaturation and cloud
formation at some point in the cooling process (Figs. S3 and S4).
Our main results are also robust to the inclusion of subsidence,
which limits the upward growth of the cloud deck for warmer
initial conditions (Fig. S5) and weakens but does not eliminate
the role of clouds in suppressing Arctic air formation (Fig. S6).
Simulations with smaller and larger surface heat capacities (Figs.
S7 and S8) show that the sensitivity of ΔT2 to T2ð0Þ is larger for a
lower heat capacity surface, because of stronger inversions at low
temperatures corresponding to the present climate.
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Fig. 2. Simulation results for (A) average surface cooling over 2-wk period,
ΔT2 (° C), and (B) number of days taken for the 2-m air temperature to drop
below freezing, τ0, both as a function of T2ð0Þ. Black line (“multi-μphysics
mean”) indicates an average across the solid-line microphysics parameteri-
zations, which contain both liquid- and ice-phase processes. Dash-dotted
lines show unrealistic microphysics assumptions used to diagnose the re-
sponse mechanism; “no microphysics” indicates no phase change of water
allowed, and thus no clouds at all; “no CRF” indicates that clouds are
allowed to form but do not affect radiative transfer; “No ice (Kessler)” in-
dicates a microphysics scheme that has only liquid condensate, regardless of
temperature. A quadratic fit to the solid black line in A is shown in black
dashes, with the fit shown at the bottom of A.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.
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Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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Time-to-freezing increases rapidly for T2(t=0)>10C because plateau 
occurs above freezing point then and keeps T2>0 for a few days.

Cold initial 
conditions 0°

time

T

0°
time

TWarm 
initial 
conditions

Plateau of 
suspended 
cooling due to 
low clouds

Initial cooling 
before low 
clouds

The importance of clouds can by seen by comparing net
longwave surface cooling rates with and without clouds (Fig. 1D).
The difference between the solid and dashed purple lines, cor-
responding to the simulation with T2(0) = 0 °C, indicates that clouds
only weakly influence the surface cooling, except in the brief period
between days 1 and 2 when a thick mixed-phase stratus layer forms.
The difference between the solid and dashed orange lines, corre-
sponding to the T2ð0Þ = 20 °C simulation, is larger and more per-
sistent, indicating that clouds reduce surface cooling for nearly the
entire duration of the simulation. The influence of initial temper-
ature can also be seen in plots of the vertically integrated cloud
liquid and ice amounts; the warm initial state develops and retains
more liquid water in clouds (Fig. 1E).
The reduced rate of cooling in response to higher initial tem-

perature T2ð0Þ is robust with respect to the microphysics scheme
used, as seen in the difference between the initial temperature and
the time mean 2-m air temperature over the duration of the sim-
ulation, ΔT2 =T2ð0Þ−T2 (Fig. 2A). The average surface cooling
across microphysics schemes for T2ð0Þ= 0 °C isΔT2 ≈ 38  °C, and is
reduced by 21 °C to ΔT2 ≈ 17° C for T2ð0Þ= 20° C. The suppres-
sion of Arctic air formation thus amplifies warming of the initial
atmospheric state by over a factor of two.
The time taken for the 2-m air temperature to drop below

freezing, τ0, is less than 0.5 d if T2ð0Þ< 10°  C, but rises steeply to
∼10 d for T2ð0Þ= 20° C (Fig. 2B). This nonlinearity is a conse-
quence of the differential surface cooling rates under clear and
cloudy skies as well as the use of a threshold-crossing metric; the
surface initially cools rapidly under clear skies, but cools much more
slowly once clouds form, with a temperature plateau for many days
(solid orange line in Fig. 1C). Thus, for T2ð0Þ< 10°  C, the surface
drops below freezing before clouds form and τ0 is relatively in-
sensitive to T2ð0Þ, but for T2ð0Þ> 10°  C, the surface drops below
freezing after clouds form, and τ0 is much more sensitive to T2ð0Þ.
Sensitivity tests allow us to decompose the reduced rate of

cooling into contributions from cloud radiative effects, latent
heat release, and clear-sky longwave radiation effects. The dash-
dotted line marked “no microphysics” in Fig. 2A indicates the
cooling that takes place in simulations where no phase change of
water is allowed, and thus no cloud formation or latent heat
release. The modestly reduced cooling of this case at higher
T2ð0Þ owes to the decrease in clear-sky surface radiative cooling
with higher atmospheric temperature (see also Fig. 1D, com-
paring initial surface longwave cooling rates). The dash-dotted
line marked “no CRF” in Fig. 2A shows the cooling that takes
place when phase change of water is allowed, but clouds have no
effect on radiative transfer calculations. The difference between
the “no microphysics” and “no CRF” simulations thus indicates
that the influence of latent heat release on the reduction of
surface cooling is only ∼ 3°  C at T2ð0Þ= 20°  C. The large differ-
ence between the no CRF dash-dotted line and the set of solid
lines, including the black multimicrophysics mean line, shows
that cloud−radiation interactions dominate the reduced cooling
with warmer T2ð0Þ. Furthermore, simulations representing clouds
as only liquid regardless of temperature (dash-dotted line labeled
“no ice”) show reduced cooling for all T2ð0Þ, and also a weaker
sensitivity of ΔT2 to T2ð0Þ. These sensitivity tests demonstrate that
most of the simulated reduction in cooling arises from the radia-
tive effects of clouds, and relates to a change in the phase of cloud
particles from ice to liquid.
Consider next the role of CO2, first by allowing its concen-

tration to vary, with T2ð0Þ held constant. The mean across mi-
crophysics schemes shows that each doubling of CO2 leads to a
modest 0.57–0.77 °C increase in the 2-wk average temperature,
T2 (Fig. S1). Next, specifying a doubling of CO2 along with each
4 °C increase in T2ð0Þ, we find that the fraction of warming due
to clear-sky processes increases (compare “no microphysics”
curves in Figs. 2A and S2A), yet the warming is similar to that
obtained by only changing the initial temperature T2ð0Þ. The

direct influence of changes in CO2 is thus small compared with
that of changes in clouds.
Additional sensitivity tests demonstrate robustness to the ini-

tial relative humidity profile, because the large decrease in near-
surface temperature always leads to supersaturation and cloud
formation at some point in the cooling process (Figs. S3 and S4).
Our main results are also robust to the inclusion of subsidence,
which limits the upward growth of the cloud deck for warmer
initial conditions (Fig. S5) and weakens but does not eliminate
the role of clouds in suppressing Arctic air formation (Fig. S6).
Simulations with smaller and larger surface heat capacities (Figs.
S7 and S8) show that the sensitivity of ΔT2 to T2ð0Þ is larger for a
lower heat capacity surface, because of stronger inversions at low
temperatures corresponding to the present climate.

A

B

Fig. 2. Simulation results for (A) average surface cooling over 2-wk period,
ΔT2 (° C), and (B) number of days taken for the 2-m air temperature to drop
below freezing, τ0, both as a function of T2ð0Þ. Black line (“multi-μphysics
mean”) indicates an average across the solid-line microphysics parameteri-
zations, which contain both liquid- and ice-phase processes. Dash-dotted
lines show unrealistic microphysics assumptions used to diagnose the re-
sponse mechanism; “no microphysics” indicates no phase change of water
allowed, and thus no clouds at all; “no CRF” indicates that clouds are
allowed to form but do not affect radiative transfer; “No ice (Kessler)” in-
dicates a microphysics scheme that has only liquid condensate, regardless of
temperature. A quadratic fit to the solid black line in A is shown in black
dashes, with the fit shown at the bottom of A.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.

A B C

D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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mixed-phase clouds play a critical role in the formation of Arctic
air (22). We show that Arctic air formation may be suppressed in
warmer climates, leading to significant continental warming
during winter. Specifically, we perform simulations with a single-
column model of an air mass that begins over the ocean and is
advected over high-latitude land. We find that increased lifetime
of low-level liquid clouds with warming of the initial atmospheric
state leads to a slower surface cooling rate and to a less stably
stratified lower troposphere, consistent with the lapse rate feed-
back in climate models. We also analyze Coupled Model Inter-
comparison Project phase 5 (CMIP5) climate model results and
show that aspects of Arctic amplification in such models are
consistent with the proposed mechanism.

Results
We follow previous studies that took a Lagrangian perspective,
using single-column models, to gain insight into how a column of
air moves from high-latitude open ocean, or from lower lati-
tudes, into a region of the Arctic during polar night, is cooled at
the surface, and is transformed into polar continental air (22–
26). We prescribe the initial vertical temperature and humidity
profiles of an atmospheric air column, and allow it to evolve for
2 wk in the absence of solar heating and over a very low heat
capacity surface representing land, snow, or sea ice. To robustly
explore the role of clouds, we use several different cloud mi-
crophysical parameterizations. Further details of the model
setup are provided in Materials and Methods.
Fig. 1A shows the cooling of the atmosphere for a reference

simulation with the initial 2-m atmospheric temperature T2ð0Þ =
0 °C, corresponding to present-day high-latitude ocean surface
conditions. Snapshots of the vertical profile of temperature and
clouds are shown every 2 d over a 14-d period. Cooling and
condensation near the surface lead to formation of an optically

thick mixed-phase cloud layer within the first day, which largely
has dissipated by day 2 (green-blue line near 950 hPa). Sub-
sequent cooling leads to a much deeper but optically thin ice
cloud layer by day 6 (thinner blue lines), which persists for the
rest of the 2-wk period, slightly slowing surface cooling but not
preventing development of a strong surface-based inversion.
Purple lines in Fig. 1C show the evolution of both the 2-m and
850-hPa air temperature; for most of the 2-wk period, after the
mixed-phase cloud layer dissipates, the atmosphere is warmer at
850 hPa than at the surface, by 10–15 °C. This simulation illus-
trates the key features of Arctic air formation in the present-day
climate (22, 26). As explained by ref. 22, the clouds in this situa-
tion do little to reduce the cooling of the surface itself, and also
facilitate the direct cooling of the lower troposphere to space.
The process of surface cooling is qualitatively different for a

warmer initial state, with T2ð0Þ = 20 °C (motivated by past equable
climates). Initial cooling leads to a thick liquid fog and stratus cloud
layer that forms by day 2, moves upward to 800 hPa by day 6, and
persists until the last 2 d of the simulation (Fig. 1B). The surface air
temperature does not fall below freezing until day 9 (orange solid
line in Fig. 1C), and falls below the 850-hPa temperature only by a
few degrees at the end of the simulation. Although the warm initial
state has higher stability, its stability after 2 wk of cooling is much
lower than that of the reference simulation, and a surface-based
inversion develops only toward the end of the simulation. These
changes in lower-tropospheric lapse rate with warming are con-
sistent with the high-latitude lapse-rate feedback diagnosed in
global models, which is an important contributor to polar ampli-
fication (16). The final surface air temperature in the warm sim-
ulation is ∼ 40 °C warmer than in the reference simulation despite
an initial surface warming of only 20 °C relative to the reference
simulation (Fig. 1C). These dramatic results amount to a sup-
pression of Arctic air formation in a much warmer climate.

A B C

D

E

Fig. 1. Single-column simulation results of polar air formation for cold and warm initial atmospheric columns. A reference simulation with initial 2-m air
temperature T2ð0Þ= 0°  C is shown in A and by purple lines in C−E. A simulation with much warmer initial 2-m air temperature T2ð0Þ= 20°  C is shown in B and
by orange lines in C−E. In A and B, black lines show temperature profiles every 2 d as a function of pressure; solid colors overlaying the temperature profiles
indicate where clouds are found, total cloud water content is indicated by line thickness, and cloud phase is indicated by color, with green being all liquid
and blue being all ice. C shows the evolution of air temperature at 2-m height (solid) and 850 hPa (dashed), D shows the net longwave cooling of the surface
for actual (solid) and hypothetical clear-sky (dashed) conditions, and E shows the evolution of vertically integrated cloud liquid (qc,l, solid) and cloud ice
(qc,i, dashed). The Lin microphysics scheme is used for these two simulations; other microphysics schemes show qualitatively similar features.
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Warmer 
winter Arctic

Arctic convective cloud feedback

Abbot & Tziperman 2008
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Arctic convective cloud feedback: idea & outline
Idea: 

In a warm climate, deep convection—which today occurs mostly 
in the tropics—may occur in the Arctic during polar night (😳)

Convective cloud greenhouse effect keeps winter Arctic ice-free.

Warmer Arctic warms temperature minima at nearby continents. 
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Arctic convective cloud feedback: idea & outline

Outline: 
1. Moist Static Energy, calculating MSE conserving T profile.

2. Moist convection: Lift Condensation Level, Level of Free 

Convection, Level of Neutral Buoyancy.

3. Condition on stability to convection between the surface (z=0) 

and a height z based on MSEs vs MSE*(z):

            MSE 

parcel(z) = MSE 
∗, parcel(z) = MSE 

parcel(z = 0). 
4. 2-level model formulation.

5. The solution, multiple equilibria, and hysteresis.

6. GCM verification.

Idea: 
In a warm climate, deep convection—which today occurs mostly 
in the tropics—may occur in the Arctic during polar night (😳)

Convective cloud greenhouse effect keeps winter Arctic ice-free.

Warmer Arctic warms temperature minima at nearby continents. 



Global Warming Science 101, Clouds, Minmin Fu & Eli Tziperman

Moist Convection

Terms:

• Lift Condensation Level

• Level of Free Convection

• Level of Neutral Buoyancy

• Stable vs unstable conditions

https://www.eoas.ubc.ca/courses/atsc201/A201Resources/
SoundingTutorial1/SoundingTutorial1Readings.html 

calculating MSE-
conserving temperature

Stages in moist convection for three 
surface RH values

https://www.eoas.ubc.ca/courses/atsc201/A201Resources/SoundingTutorial1/SoundingTutorial1Readings.html
https://www.eoas.ubc.ca/courses/atsc201/A201Resources/SoundingTutorial1/SoundingTutorial1Readings.html
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A 2-level energy balance model with convective heat flux:


Multiple equilibria due to convective cloud feedback 

(Abbot & Tziperman 2009)
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A 2-level energy balance model with convective heat flux:


convection occurs when moist static

Energy (MSE) satisfies 

Multiple equilibria due to convective cloud feedback 

(Abbot & Tziperman 2009)
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A 2-level energy balance model with convective heat flux:


Without convection, find two 
temperatures from:

convection occurs when moist static

Energy (MSE) satisfies 

Multiple equilibria due to convective cloud feedback 

(Abbot & Tziperman 2009)
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A 2-level energy balance model with convective heat flux:


Without convection, find two 
temperatures from:

convection occurs when moist static

Energy (MSE) satisfies 

With convection: cloud emissivity increases:                   &                
found from  

Multiple equilibria due to convective cloud feedback 

(Abbot & Tziperman 2009)
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Results for surface temperature: multiple equilibria!

Note: must check self-consistency of sol’n with/without convection

convecting 

Multiple-equilibria!

non-convecting 

≈CO2

Multiple equilibria due to convective cloud feedback

(Abbot & Tziperman 2009)
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Show reviews & then the following slide with GCM results supporting 
this mechanism

Multiple equilibria due to convective cloud feedback

(Abbot & Tziperman 2009)
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Enticing 3D IPCC Model Simulations
Consider the NCAR & GFDL 3d coupled ocean-atmosphere state-of-

the-art (2009…) models, at x4 CO2; anomaly from pre-industrial
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Enticing 3D IPCC Model Simulations
Consider the NCAR & GFDL 3d coupled ocean-atmosphere state-of-

the-art (2009…) models, at x4 CO2; anomaly from pre-industrial

➔ IPCC NCAR 3d model behaves like toy model!!

NC
AR

G
FD

L

Sea ice gone/ 

unchanged

Srfc Temp up/ 

unchanged

Cloud CRF up/

unchanged

Convection up/

unchanged

Realistic state-of-the-art climate 

models are completely consistent with 

the predictions of the simple model!  

Surprising behavior expected over 

Arctic in warm climates…
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Equable climate summary

back to two initial overview slides with 6 mechanisms
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The End


