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ABSTRACT: Spectral analysis of the Greenland Ice Sheet Project 2 (GISP2) d18O record has been interpreted to show a
1/(1470 yr) spectral peak that is highly statistically significant (p , 0.01). The presence of such a peak, if accurate, provides
an important clue about the mechanisms controlling glacial climate. As is standard, however, statistical significance was
judged relative to a null model, H0, consisting of an autoregressive order one process, AR(1). In this study, H0 is general-
ized using an autoregressive moving-average process, ARMA(p, q). A rule of thumb is proposed for evaluating the ade-
quacy of H0 involving comparing the expected and observed variances of the logarithm of a spectral estimate, which are
generally consistent insomuch as removal of the ARMA structure from a time series results in an approximately level spec-
tral estimate. An AR(1), or ARMA(1, 0), process is shown to be an inadequate representation of the GISP2 d18O struc-
ture, whereas higher-order ARMA processes result in approximately level spectral estimates. After suitably leveling
GISP2 d18O and accounting for multiple hypothesis testing, multitaper spectral estimation indicates that the 1/(1470 yr)
peak is insignificant. The seeming prominence of the 1/(1470 yr) peak is explained as the result of evaluating a spectrum
involving higher-order ARMA structure and the peak having been selected on the basis of its seeming anomalous. The
proposed technique for evaluating the significance of spectral peaks is also applicable to other geophysical records.

SIGNIFICANCE STATEMENT: A suitable null hypothesis is necessary for obtaining accurate test results, but a
means for evaluating the adequacy of a null hypothesis for a spectral peak has been lacking. A generalized null model
is presented in the form of an autoregressive, moving-average process whose adequacy can be gauged by comparing
the observed and expected variance of log spectral density. Application of the method to the GISP2 d18O record indi-
cates that spectral structure found at 1/(1470 yr) is statistically insignificant.
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1. Introduction

Abrupt warming events recorded in Greenland ice cores
during glacial times, known as Dansgaard-Oeschger (DO)
events (Dansgaard et al. 1982; Johnsen et al. 1992), are under-
stood to be closely associated with retreat of North Atlantic
Ocean sea ice (Li et al. 2005; Sadatzki et al. 2019) and to be
part of global variations in climate (Rosen et al. 2014; Corrick
et al. 2020). The cause of the DO events remains unclear,
however, partly because of the difficulty of resolving a causal
sequence in variations that occur over decades (Erhardt et al.
2019).

A potentially important clue about the origin of abrupt cli-
mate change involves indications of underlying periodic
behavior. A number of studies pointed to an approximate
1500-yr cycle associated with DO events (Bond et al. 1997;
Alley et al. 2001; Schulz 2002; Rahmstorf 2003). A related line
of evidence comes from spectral analysis of d18O variations
measured in the Greenland Ice sheet Project 2 (GISP2)
record from the last glacial that show a spectral peak at

frequencies near 1/(1470 yr) (Yiou et al. 1997). A similar
peak was identified in other GISP2 ice-core measurements
(Mayewski et al. 1997) and marine sediment core records of
similar age from the North Atlantic (Stocker and Mysak
1992). This 1/(1470 yr) peak in Greenland d18O was argued to
be highly statistically significant (p , 0.01) on the basis of
comparing the spectral estimate with a null model, H0, con-
sisting of an autoregressive order-one process, AR(1) (Schulz
2002; Schulz and Mudelsee 2002).

The presence of a statistically significant spectral peak at
1/(1470 yr) would provide an important constraint on the
mechanisms responsible for DO events (Wunsch 2000; Schulz
2002). Such a peak would indicate the presence of quasi-
periodic forcing or internal processes that cause the climate
system to be highly sensitive in a narrow band of frequencies.
Postulated models for such quasi-periodic variability in glacial
climate include stochastic resonance (Alley et al. 2001),
coherent resonance (Timmermann et al. 2003), and nonlinear
pacing of DO events (Schulz 2002; Rahmstorf 2003; Braun
et al. 2005).

The degree to which the timing of DO events is indicative
of an underlying quasi-periodic process, however, remains
unresolved (Wolff et al. 2010). The distribution of waiting
times between DO events was alternatively argued to be
consistent with an exponential distribution (Ditlevsen
et al. 2007), and the applicability of an AR(1) process for
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representing H0 was questioned (Ditlevsen et al. 2005). An
insufficient representation of H0 can lead to assigning spuri-
ous significance to spectral peaks (Vaughan et al. 2011). In
the following, the significance of the 1/(1470 yr) spectral peak
found in GISP2 d18O is examined, in particular, with respect
to specification ofH0.

2. Methods

Spectral estimates of geophysical time series are often eval-
uated relative to a null spectral model based on an AR(1)
process (e.g., Mann and Lees 1996; von Storch 1999). A num-
ber of more-detailed processes have also been proposed for
representing null spectral models, including integrated and
moving averages (Box et al. 2015; Klaus et al. 2015), use of a
portion of the sample autocorrelation function (Priestley
1981; Garrido and Garcı́a 1992; Goff 2020), and power-law
distributions (Vaughan 2005). Which of these processes, if
any, is an adequate representation of H0 for GISP2 d18O dur-
ing the last glacial has been unclear.

a. A null spectral model

A flexible model of H0 is used here that admits for fitting
the observed spectral estimate to variable detail. It is possible
to represent any stationary stochastic process that has a con-
tinuous spectral density either as an autoregressive or mov-
ing-average (MA) process with a sufficiently high order
(Priestley 1981). Whether GISP2 d18O is stationary is highly
questionable, but, in practice, it is found that a combined
AR and MA process allows for a parsimonious representation
of H0 for the GISP2 d18O spectral estimate. The ARMA
model is

x t( ) 5 � t( ) 1 ∑p

i�1
a i( )x t 2 i( ) 1 ∑q

i�1
m i( )� t 2 i( ); (1)

where x(t) is the time series of interest, a(i) are AR coeffi-
cients up to order p, and m(i) are MA coefficients up to order
q (Box et al. 2015). The �(t) are the innovations that the
ARMA process acts upon. The various null models that will
be considered are expressed in terms of the order of the AR
and MA process involved,H0(p, q).

Equation (1) is fit in the time domain using an iterative
maximum likelihood approach (Box et al. 2015). It is simplest
to fit the data in the time domain in which they are originally
provided, although methods exist for fitting ARMAmodels in
either the time or frequency domain (Anderson 1977). For
purposes of illustrating H0, it is noted that the spectral repre-
sentation of an ARMA process is

H*
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2

, (2)

where dt is the time interval between observations in x, and s
is frequency. ARMA processes can produce quasi-periodic

variability with peaked spectral representations, but such
specifications should generally be avoided, in favor of smooth
fits to the spectral estimates.

The multitaper method (Thomson 1982) is used to estimate
spectral density, P(s). If P(s) is estimated using �(t), as
opposed to x(t), the result is referred to as having been lev-
eled according to H0(p, q), an operation also referred to as
prewhitening (Priestley 1981). In particular, if �(t) is indepen-
dent and normally distributed, the expected value of P is level
in the sense of being constant with frequency. Values for �(t)
are obtained by inverting x(t) conditional on the specified
ARMA coefficients (Box et al. 2015).

If level, the distribution of P is expected to follow a gamma
distribution,

f P( ) 5 Pk21

G c( )uk e
2P=u, (3)

where G is the gamma function. The shape parameter k is
equal to the degrees of freedom in the spectral estimate
divided by 2. For a multitaper spectral estimate, k is equal to
the number of tapers applied. The scale parameter u is equal
to s2/k, where s2 is the variance of �(t) when P(s) is normal-
ized such that its mean across frequency is equal to the vari-
ance of �(t). Setting u = 2 and substituting k = d/2 in Eq. (3)
gives the chi-squared distribution with d degrees of freedom.

Equation (3) can be transformed using the natural loga-
rithm of P,

f lnP( ) 5 Pk

G k( )uk e
2P=u: (4)

An advantage of using the natural logarithm is that the
expected variance of lnP only depends on the degrees of free-
dom in the estimate, c3(k), where c3 is the trigamma function.
The mean of lnP is biased negative by b = c2(k) 1 ln22 ln2k,
where c2 is the digamma function, which becomes relevant
when computing critical values.

A feature worth highlighting is that lnP is more normally
distributed than P. Whereas the skewness of P is (8/k)1/2, it is
c4(k)/[c3(k)]

3/2 for lnP (Olshen 1938). The term c4 is the tet-
ragamma function. It follows that lnP has a skewness that is
0.57 times that of P for k = 2, with the fraction asymptotically
approaching 0.5 as k becomes large. The variance of lnP, y, is
also less sensitive to concentrations of spectral energy than P.
In section 4 it is shown that y is not especially biased by the
presence of a moderate quasi-periodic contribution.

To gauge the adequacy of H0, the ratio between the sample
and expected variance is computed, F = y/c3. Sample variance
is y 5 1= n2 1( )[ ]∑n

i51 lnPi 2 lnP
( )2

, where the sum is across
n discrete frequencies, and the overbar indicates the sample
mean. How close F is to unity provides a rule of thumb by
which to select the order of the ARMA process. Specific tests
for the goodness-of-fit of lnP to a log-gamma distribution
could be applied such as the Kolmogorov–Smirnov or
Cramer–von Mises tests. The significance of such a test, how-
ever, would need to be interpreted in the context of the auto-
correlation between neighboring spectral density estimates
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and demand a Monte Carlo evaluation of significance levels.
Section 4 presents Monte Carlo realizations that indicate the
plausibility of different values of F.

b. Multiple hypothesis testing

The fact that the 1/(1470 yr) peak in GISP2 d18O was
selected on the basis of its appearing especially large (Yiou
et al. 1997) implies that if another frequency had shown a
large peak, it too would have been considered for significance,
necessitating accounting for multiple hypothesis tests.
Thomson (1990) suggested using a significance level of 1/n
when evaluating the full spectral estimate for periodic compo-
nents. In evaluating GISP2 d18O, Schulz and Mudelsee (2002)
applied Thomson’s rule of thumb to Welch’s method of spec-
tral estimation. Although preferable to no correction, Thom-
son’s suggestion does not account for the degrees of freedom
in a spectral estimate, and a more detailed accounting appears
useful.

Multiple hypothesis testing can be accounted for using a
Bonferroni correction (e.g., Vaughan et al. 2011) whereby the
significance level is divided by the number of independent
tests. The number of individual tests for spectral peaks in a
multitaper spectral estimate is approximately equal to the
ratio of the frequency range to the bandwidth resolution. The
frequency ranges from zero to the Nyquist frequency 1/(2Dt),
and the bandwidth resolution of a multitaper spectral esti-
mate is approximately k/(2nDt), where k is the number of
tapers and n is the number of discrete positive frequencies.
The number of independent tests is, thus, n/k, and the Bonferroni-
adjusted significance level is

ab 5 ak=n: (5)

Following previous analyses (Schulz 2002; Schulz and Mudelsee
2002), an a = 0.01 significance level is specified. For purposes of
illustrating the sensitivity of results to different test protocols, a
significance level of a = 0.05 is also discussed. All tests are con-
ducted using the Bonferroni correction unless specifically indi-
cated otherwise.

Equation (5) requires no assumptions about dependencies
between tests. An assumption that tests are not negatively
correlated would also be appropriate and allows for a slightly
more powerful test (Sidak 1967) but would not change any of

the results presented herein. Differences in accounting for
multiple hypothesis testing may become relevant, however, in
cases involving a very large number of independent frequency
bands or tests using larger a values.

3. Analysis of GISP2 d18O

Figure 1 shows the d18O record from the Greenland Ice
Sheet Project 2 (GISP2) with ages from stratigraphic layer
counting (Meese et al. 1997). The focus is on GISP2 d18O
within the 20- and 50-ka (ka indicates thousands of years ago)
interval as representing a relatively homogeneous interval of
the last glacial. The d18O samples have an average spacing of
Dt = 124 yr between 20 and 50 ka, with the time between
neighboring pairs of data points ranging between 77 and
306 yr. To place the record on an evenly sampled age scale, it
is first linearly interpolated to 12.4-yr resolution, then
smoothed to remove variability at periods shorter than
124 years by convolving with an 11-point Hamming window,
and, finally, decimated to 124-yr resolution to maintain the
same average sampling interval. Interpolation to high-resolu-
tion followed by smoothing and decimation helps reduce ali-
asing and makes results less sensitive to the exact
specification of the interpolation grid. Techniques are avail-
able for computing spectral estimates directly from unevenly
spaced data, thereby circumventing biases resulting from
interpolation, but such estimates are biased for other reasons
and require further correction (Schulz and Mudelsee 2002).

Applying multitaper spectral estimation with three tapers,
k = 3, gives a spectral estimate having the previously noted
(Yiou et al. 1997; Wunsch 2000; Schulz and Mudelsee 2002;
Ditlevsen et al. 2005) spectral peak centered at 1/(1470 yr)
(Fig. 2). Dependencies in time series can reduce the effective
degrees of freedom in a spectral estimate, but this issue is
almost entirely circumvented if the time series is first leveled.
For example, the effective number of degrees of freedom at
frequencies above 1 cycle per kyr in the spectral estimate associ-
ated with the GISP2 d18O record averages 5.3 according to the
estimation algorithm given by Percival and Walden (1993), and
the effective degrees of freedom is 5.95 after leveling according
toH0(1, 0) and even closer to 6 if using a higher-order represen-
tation of H0. Degrees of freedom are, thus, adequately approxi-
mated as equaling 2k in leveled time series.

102030405060
time (ky BP)

-42

-40

-38

-36

-34

18
O

FIG. 1. Greenland Ice Sheet Project 2 d18O observations. Shown are both the original record
at native sampling resolution (gray) and an interval from 50 to 20 ka that is interpolated to uni-
form resolution (black).
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All combinations of H0 involving p from 1 to 5 and q from
0 to 5 are considered, but for specificity three cases are
focused upon: H0(1, 0) has been used previously; H0(1, 1) is
an edge case that is significant at a = 0.01 but not a = 0.05;
and the results from higher-order processes are illustrated by
H0(3, 2). Although ARMA models are fit in the time domain
and time series leveled prior to spectral analysis, it is useful to
plot the spectral representation of the ARMA process
[Eq. (2)]. Each version of H0 considered here gives a smooth
fit to the spectral estimate, but with the implied height of the
1/(1470 yr) peak above H0 diminishing with higher-order
ARMA processes (Fig. 2). Note that ARMA processes can
be specified that lead to quasi-periodic variability and peaked
spectral estimates but that these should generally be avoided
when specifyingH0.

The critical value of a properly leveled spectral estimate is
constant. For a single hypothesis test with k = 3 and a = 0.01
the critical value is 1.03 above the mean, and 1.46 above the
mean for a multiple hypothesis test with a = 0.01 and n = 127
frequencies [Eq. (5)]. The critical values for a = 0.05 and sin-
gle and multiple hypothesis tests are, respectively, 0.74 and
1.30. Units are suppressed by removing the sample mean,

lnP′ 5 lnP2 lnP 1 b, as can be seen more clearly in
the equivalent statement that includes only ratios of P,

lnP′ 5 ln(P=P)2 ln(P=P) 1 b. The constant b corrects for
the bias associated with taking the mean of the logarithm of P
(see section 2). Insomuch as H0 is adequate, lnP′ is expected
to follow a log-gamma distribution centered on zero. Normali-
zation slightly reduces the degrees of freedom and increases
the significance level, but this change is minor relative to dif-
ferences among versions ofH0.

The spectral estimate obtained after leveling underH0(1, 0)
indicates that the 1/(1470 yr) spectral peak is significant at
a = 0.01 (Fig. 3a). The spectral estimate is not level, however,
having a clear trend toward lower spectral density between
millennial and shorter-period variations. This systematic
structure calls into question the validity of critical values com-
puted under the log-gamma assumption and is reflected in the
fact that the variance of the leveled spectral estimate, y = 0.87,
leads to F = 2.20 (Fig. 3b).

Leveling according to H0(1, 1) gives a spectral estimate
whose variance is close to that expected, F = 0.97, and the
spectral peak at 1/(1470 yr) is then insignificant at the a = 0.01
level. Under H0(3, 2), F is 0.88 and the 1/(1470 yr) is insignifi-
cant even at a = 0.05. More generally, values of F are between
0.86 and 1.06 for all examined version of H0 with the notable
exception of H0(1, 0), which has F = 2.2, and the minor excep-
tion of H0(5, 5), which has F = 0.84. Only H0(1, 0) indicates
that the 1/(1470 yr) peak is significant at a = 0.01, and
only H0(1, 0), H0(1, 1), and H0(1, 2) indicate significance at
a = 0.05.

4. Simulations

Simulations are useful for purposes of quantifying the impli-
cations of different versions ofH0.H0(1, 1) is simulated by real-
izing time series according to the ARMA(1, 1) coefficients fit to
the GISP2 d18O record. On average, 6.6% of the spectral
energy in H0(1, 1) resides within 1/1470 6 0.1/1470 yr21.
H1 is formed by adding a sinusoid at the 1/(1470 yr) fre-
quency with an amplitude such that, on average, 22.4% of the
spectral energy resides within 1/1470 6 0.1/1470 yr21, similar
to that found in the observations (Fig. 2). In all, 104 realiza-
tions of H0 and H1 are each evaluated using versions of
H0 that are underspecified, perfect, and, overspecified. For
each trial, the spectral estimate at the 1/(1470 yr) frequency
and the maximum across frequencies are recorded, where the
latter is the focus on account of being in a multiple hypothesis
testing regime.

Leveling the simulated data using an underspecified model,
H0(1, 0), leads to a 61% false rejection rate when assessing
the significance of the maximum spectral estimate at a sup-
posed a = 0.01 level. The false rejection rate is illustrated in
Fig. 4a as the mass of the H0 distribution (black curve) that is
to the right of the theoretical 1% critical value (1.46 logs spec-
tral density; orange vertical line). Given that the target false
rejection rate is 1%, H0(1, 0) is deeply flawed. The origin of
this bias is traced to the fact that the spectral energy density
in the vicinity of 1/(1470 yr) tends to be higher in the
ARMA(1, 1) fit than accounted for by the ARMA(1, 0) fit,
leading to H0(1, 0) being shifted toward positive values
(dashed black line in Fig. 4a). H0(1, 0) also results in a large
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FIG. 2. Multitaper spectral estimate of the GISP2 d18O record
between 50 and 20 ka. The spectral estimate is made using three
tapers (black line; k = 3), and units are the natural logarithm of
spectral power density. Candidate null spectral models H0 are fit
using autoregressive processes of order p and moving-average pro-
cesses of order q, or H0(p, q). Increasingly detailed versions of H0

indicate that the spectral peak at 1/(1470 yr) (vertical dashed line)
is less pronounced: H0(1, 0) in red, H0(1, 1) in blue, and H0(3, 2) in
green. The distance above H0 corresponding to the a = 0.01 critical
value is shown assuming a single test (left vertical black line,
shorter) and a multiple hypothesis test [right vertical black line,
using Eq. (5)].
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spectral variance after leveling and F is distributed with an
average of 2.15 (red vertical line in Fig. 4b) and 95th-percentile
range of 1.40–3.25. This distribution of F is consistent with the
value of F = 2.20 obtained when using H0(1, 0) with the actual
observations (Fig. 3b), and supports the use of F as an effec-
tive metric for identifying inadequate versions of H0. As
opposed to assigning critical values assuming a log-gamma dis-
tribution (orange vertical line in Fig. 4a, a = 0.01), it is also
possible to assign critical values using the results of the simula-
tions. Such an exercise indicates that the observed 1/(1470 yr)
peak in the observations is insignificant at a = 0.01 (i.e., the
red vertical line is left of the black vertical line in Fig. 4a).

Use of a perfect model, H0(1, 1), results in a false rejection
rate of 1.5%, similar to the intended rate of 1.0%. This simi-
larity is reflected in the theoretical and empirical critical val-
ues being close, respectively equaling 1.46 (orange vertical

line in Fig. 4c) and 1.50 (black vertical line). These results also
support the accuracy of the multiple hypothesis testing correc-
tion. The variance ratio is also very similar to the expected
value of 1, with F averaging 1.03 (Fig. 4d). Furthermore, the
mean of F under H1(1, 1) is 1.21, or only somewhat larger
than under H0, indicating that the variance metric is not
overly sensitive to the presence of a moderate periodic com-
ponent. If P was evaluated, as opposed to lnP, the F associ-
ated with H1(1, 1) would, on average, be approximately
double that under H0(1, 1), thereby having the undesirable
feature of making evaluation of H0 more sensitive to whether
a periodic component is present.

Use of H0(3, 2) leads to an overspecified model of the time
series. One result of overspecification is that the false rejec-
tion rate is low at 0.4% (Fig. 4e), with the empirical critical
value (black vertical line) somewhat smaller than the
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FIG. 3. Leveled spectral estimates indicating different levels of significance. The GISP2 d18O record shown in Fig. 1
is leveled using the three versions of H0 depicted in Fig. 2. Leveled spectral density is expected to follow a log-gamma
distribution [Eq. (4)] with variance 0.39 [c3(k = 3)]. (a) Leveling according to H0(1, 0) indicates that the 1/(1470 yr)
spectral peak is significant at the a = 0.01 (dash–dotted line) significance level, but (b) the sample variance is y = 0.87.
(c),(d) Here, H0(1, 1) gives y = 0.38 and indicates the 1/(1470 yr) peak is insignificant at a = 0.01 (dash–dotted line)
and significant at a = 0.05 (dashed line). (e),(f) Here,H0(3, 2) gives y = 0.35 and the 1/(1470 yr) peak is insignificant.
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theoretical critical value (orange vertical line). Another con-
sequence of overspecification is removal of energy from the
spectral peak in H1, such that H0(3, 2) (black curve in Fig. 4e)
and H1(3, 2) (gray curve in Fig. 4e) substantially overlap,
yielding a low statistical power. These results do not, however,
necessarily imply that H0(1, 1) is a better choice than H0(3, 2)
for the actual GISP2 d18O data. If the simulated data are
instead made from an ARMA(3, 2) process fit to the GISP2
d18O record, H0(1, 1) is strongly biased toward rejecting the
null, with a false rejection rate of 22%, andH0(3, 2) then gives
the least-biased results.

5. Further discussion

Some further remarks upon the selection of an appropriate
ARMA model are appropriate. Criteria have been suggested
elsewhere for selecting the order of ARMA processes, but

these are generally concerned with minimizing residual vari-
ance after applying penalties for the number of predictor
coefficients, for example, using Akaike’s information criterion
(Shibata 1976). Box and Pierce (1970) also gives a time-
domain test for whether there remains significant residual
autocorrelation in �(t) after applying an ARMA model but
which is sensitive to the presence of a quasi-periodic compo-
nent. In the present case, the focus is on choosing an ARMA
process that gives the correct residual variance such that F is
close to unity.

The F metric is useful for ruling out ARMA processes that
are underspecified but less so for processes that are overspeci-
fied. In the synthetic realizations presented in section 4, the
99th percentile of F under H0(1, 1) is 1.87, a value that is
exceeded by 71% of the F realizations underH0(1, 0), indicat-
ing that underfitting using H0(1, 0) is typically identifiable
(Figs. 4b,d). There is little distinction, however, between the
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FIG. 4. Spectral analysis of synthetic data using different ARMA leveling processes. Synthetic data are realized 104

times according to an ARMA(1, 1) process fit to the GISP2 record and analyzed using the multitaper method with
three tapers. Time series are variously leveled using (a),(b) H0(1, 0); (c),(d) H0(1, 1); or (e),(f) H0(3, 2) processes.
Two null distributions and one alternate are shown in (a), (c), and (e): the distribution of log spectral density at the
1/(1470 yr) frequency (H0-single; dashed black line), the maximum value of each spectral analysis (H0; black line), and
the maximum value of each spectral analysis after adding a periodic component at 1/(1470 yr) (H1; gray line). The dis-
tribution of F, defined as the variance of the logarithm of leveled spectral estimates divided by the expected variance,
is shown in (b), (d), and (f). The 1% critical value forH0 is shown as inferred from synthetic realizations [vertical black
lines in (a), (c), and (e)] and computed assuming that leveled spectra are distributed according to Eqs. (4) and (5) with
k = 3 [vertical orange lines in (a), (c), and (e)]. The expected value of F = 1 is also shown [vertical orange lines in (b),
(d), and (f)]. For purposes of comparison, log spectral energy density and values of F obtained from analyses of GISP2
d18O observations are indicated using colors that correspond to those in Figs. 2 and 3: H0(1, 0) (red), H0(1, 1) (blue),
andH0(3, 2) (green).
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values of F obtained using H0(1, 1) and H0(3, 2) (Figs. 4d,f).
The 1st percentile of F under H0(1, 1) is 0.58, a value that is
greater than only 2.3% of the F realization associated with
H0(3, 2). The relative insensitivity of F to using H0(1, 1) or
H0(3, 2) reflects that the spectral variance explained by
higher-order ARMA terms diminish rapidly in the current
application.

Among the processes that give an F close to unity, there
exist arguments for selecting either lower- or higher-order
ARMA processes. Use of a low-order ARMA process tends
to preserve statistical power to reject H0, as is evident in the
synthetic results (Fig. 4). The power of the test declines from
0.63 for H0(1, 0) to 0.50 for H0(1, 1) to only 0.08 for H0(3, 2),
where power is measured as the mass of H1 (gray curves in
Figs. 4a,c,e) above the a = 0.01 critical value (black vertical
lines). Even using the synthetic H0(1, 0) results for which the
greatest statistical power is found, however, leads to the con-
clusion that the observed 1/(1470 yr) spectral density in
GISP2 d18O (red vertical line in Fig. 4a) is insignificant rela-
tive to the a = 0.01 critical value (black vertical line in Fig. 4a;
distinct from the theoretical but nonapplicable critical
value in orange). Furthermore, results based on a low-order
ARMA process may not adequately represent relevant pro-
cesses. Indeed, any ARMA representation of GISP2 d18O is
almost certainly underspecified in certain respects given the
complex dynamics associated with North Atlantic climate var-
iability and its recording in Greenland d18O (e.g., Guillevic
et al. 2013; Rhines and Huybers 2014; Zuhr et al. 2021). In the
present case it appears difficult to rule out the results of the
higher-order versions ofH0.

Another consideration is that the presence of a true quasi-
periodic contributions could lead to an overspecified formula-
tion of H0 through biasing y and, thereby, F high. Following
an earlier suggestion for purposes of testing for structure in
spectral estimates (Hannan 1961), an iterative approach can
be taken whereby the most significant spectral peak is
removed, F recomputed, H0 refit if need be, and the process
repeated until no further significant peaks are identified. In
the present case, excluding log power density from a band
within 1/(1470 yr) 6 0.2/(1470 yr) does not alter the conclu-
sion that H0(1, 0) is inadequate, only reducing F from 2.20 to
1.91. Furthermore, higher-order ARMA processes remain
near unity with F = 0.84 for H0(1, 1) and F = 0.82 for H0(2, 3)
after removing the 1/(1470 yr) band.

A final consideration that vitiates against the 1/(1470 year)
peak as being significant is that only selection across frequen-
cies has been considered in the current multiple hypothesis
testing regime. The number of hypotheses being tested could,
however, be considered larger by some factor. The d18O
record from the Greenland Ice Core Project (GRIP), for
example, shows no comparable peak, apparently because of
using a flow-based age model as opposed to the layer-counted
age model of GISP2 (Ditlevsen et al. 2005). Furthermore,
spectral analysis is conducted on the epoch between 20 and
50 ka, whereas the Holocene does not show variability at
1/(1470 yr). Other indicators of North Atlantic variability
with approximately a 1500-yr period were also found to be
confined to a subset of the glacial interval (Obrochta et al.

2012). The number of combinations involving frequency,
epoch, and choice of record is, thus, substantially larger than
when considering frequency alone, but no specific correction
is pursued because the main point is already made.

6. Conclusions

A multitaper spectral estimate of GISP2 d18O indicates a
highly significant (p , 0.01) spectral peak at 1/(1470 yr) if
using a null model based on an ARMA(1, 0) process, H0(1, 0)
(Figs. 2 and 3a). H0(1, 0) is inadequate, however, as indicated
by F being larger than expected (Fig. 3b) and simulations
showing that the rate of false rejection is greater than 1 in 2
(Figs. 4a,b). Conversely, H0(1, 1) and H0(3, 2) indicate that F
is consistent with expectations (Figs. 3d,f) and that the spec-
tral peak is insignificant (Figs. 2 and 3c,e), with p . 0.01 for
H0(1, 1) and p. 0.05 forH0(3, 2).

These spectral results are consistent with earlier findings
based on time-domain analyses of the DO events that indi-
cated a stochastic model as probably being the better descrip-
tion of DO event timing (Ditlevsen et al. 2005, 2007). The
seeming prominence of the 1/(1470 yr) peak can be under-
stood as a combination of a detailed spectral structure and the
peak being selected for appearing unusually large. As
opposed to being a clue that an underlying mechanism or
external forcing imparts quasi-periodicity, it appears best to
regard GISP2 d18O as entailing a spectral continuum of vari-
ability whose description requires an ARMA process higher
than ARMA(1, 0) and probably higher than ARMA(1, 1).
The ARMA techniques for evaluating the significance of
spectral peaks presented here should also be applicable to
evaluation of other geophysical records.

Acknowledgments. Carl Wunsch (MIT and Harvard) and
two anonymous reviewers gave helpful feedback on earlier
versions of this paper.

Data availability statement. All data and code for computing
the results and plotting the figures in this paper are posted on the
Harvard Dataverse (https://doi.org/10.7910/DVN/PQUVPM).

REFERENCES

Alley, R., S. Anandakrishnan, and P. Jung, 2001: Stochastic reso-
nance in the North Atlantic. Paleoceanography, 16, 190–198,
https://doi.org/10.1029/2000PA000518.

Anderson, T., 1977: Estimation for autoregressive moving average
models in the time and frequency domains. Ann. Stat., 5,
842–865, https://doi.org/10.1214/aos/1176343942.

Bond, G., and Coauthors, 1997: A pervasive millennial-scale cycle
in North Atlantic Holocene and glacial climates. Science, 278,
1257–1266, https://doi.org/10.1126/science.278.5341.

Box, G. E., and D. A. Pierce, 1970: Distribution of residual auto-
correlations in autoregressive-integrated moving average time
series models. J. Amer. Stat. Assoc., 65, 1509–1526, https://doi.
org/10.1080/01621459.1970.10481180.

}}, G. M. Jenkins, G. C. Reinsel, and G. M. Ljung, 2015: Time
Series Analysis: Forecasting and Control. John Wiley and
Sons, 712 pp.

H UYB ER S 41531 JULY 2022

Unauthenticated | Downloaded 12/23/23 08:22 AM UTC

https://doi.org/10.7910/DVN/PQUVPM
https://doi.org/10.1029/2000PA000518
https://doi.org/10.1214/aos/1176343942
https://doi.org/10.1126/science.278.5341
https://doi.org/10.1080/01621459.1970.10481180
https://doi.org/10.1080/01621459.1970.10481180


Braun, H., M. Christl, S. Rahmstorf, A. Ganopolski, A. Mangini,
C. Kubatzki, K. Roth, and B. Kromer, 2005: Possible solar
origin of the 1,470-year glacial climate cycle demonstrated in
a coupled model. Nature, 438, 208–211, https://doi.org/10.
1038/nature04121.

Corrick, E. C., and Coauthors, 2020: Synchronous timing of
abrupt climate changes during the last glacial period. Science,
369, 963–969, https://doi.org/10.1126/science.aay5538.

Dansgaard, W., H. Clausen, N. Gundestrup, C. Hammer, S. John-
sen, P. Kristinsdottir, and N. Reeh, 1982: A new Greenland
deep ice core. Science, 218, 1273–1277, https://doi.org/10.1126/
science.218.4579.1273.

Ditlevsen, P. D., M. S. Kristensen, and K. K. Andersen, 2005: The
recurrence time of Dansgaard–Oeschger events and limits on
the possible periodic component. J. Climate, 18, 2594–2603,
https://doi.org/10.1175/JCLI3437.1.

}}, K. K. Andersen, and A. Svensson, 2007: The DO-climate
events are probably noise induced: Statistical investigation of
the claimed 1470 years cycle. Climate Past, 3, 129–134, https://
doi.org/10.5194/cp-3-129-2007.

Erhardt, T., E. Capron, S. O. Rasmussen, S. Schüpbach, M.
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