
Eli Tziperman, EPS 231, Climate dynamics

Dansgaard–Oeschger (D/O)  
& Heinrich events

EPS 231 Climate dynamics 
Eli Tziperman



Eli Tziperman, EPS 231, Climate dynamics

The Glacial world/ ice cores
← Ice sheet elevation: 2-3 km,
sea level drop: 120 meter

Ice core taken out of drill, Byrd,
Antarctica (L. Thompson)

. – p.2/35

The Glacial world/ ice cores
← Ice sheet elevation: 2-3 km,
sea level drop: 120 meter

Ice core taken out of drill, Byrd,
Antarctica (L. Thompson)

. – p.2/35

Ice core taken out of drill, Byrd, 
Antarctica (L. Thompson)  
https://en.wikipedia.org/wiki/File:Icecore_4.jpg 

←Ice sheet elevation: 2-3 km, 
sea level drop: 120 meter  

The Glacial world/ ice cores 

Peltier 1994, Science

https://en.wikipedia.org/wiki/File:Icecore_4.jpg


Eli Tziperman, EPS 231, Climate dynamics

Dansgaard-Oeschger events



Eli Tziperman, EPS 231, Climate dynamics

!"# $"%## &'()*$($*+#), -*..#%#/$ 0*%0')($*1/ 21-#3 .1'/- */ $"#
21-#) 01*/0*-# 4*$" $"# $"%## 0*%0')($*1/ 21-#3 -#-'0#- .%12
5()(#10)*2($# -($(678 !"# -*..#%#/0# */ 3'%.(0# $#25#%($'%# 9#$4##/
$"# 4(%2 (/- 01)- :)(0*() 21-#3 *3 3"14/ */ ;*:8 <(= *$ *3 0#/$%#- 1/
$"# /1%$"#%/ >1%$" ?$)(/$*0 4"#%# *$ #@0##-3 A !B8 !"# ?$)(/$*0
10#(/*0 "#($ $%(/351%$ */ $"# :)(0*() 4(%2 21-# 5#(C3 ($
D!<! DEDF G ($ 6E!> 0125(%#- $1 D!E! DEDF G .1% $"# 01)-
21-# HI1)10#/# 4(%2 21-#J D!E! DEDF GKL 9'$ 21%# *251%$(/$
.1% $"# 4(%2*/: *3 $"# .(0$ $"($ $"# "#($ $%(/351%$ %#(0"#3 .'%$"#%
/1%$" */ $"# 4(%2 21-# (/- %#-'0#3 $"# (%#( 1. 3#( *0# */ $"#
>1%$"#%/ I#2*35"#%# 9, 1/#M$"*%-8

!"#$%""&'()*$+,%*& *-*#.$
N5#0$%() $*2#M3#%*#3 (/(),3*3<EL<D 1. O%##/)(/- *0#M01%# -($( H;*:8 PK
%#+#()3 ( -12*/(/$ 5#(C ($ ( 5#%*1-*0*$, 1. DLPQE ,#(%3 (3310*($#-
4*$" $"# RST #+#/$38 T'% ",51$"#3*3 *3 $"($ ( 4#(C 0,0)# H1.
'/C/14/ 1%*:*/K 4*$" $"*3 5#%*1- #@*3$3 */ $"# 0)*2($# 3,3$#2L
(/- $"($ $"*3 0,0)# 01')- $%*::#% $%(/3*$*1/3 */ $"# ?$)(/$*0 T0#(/
0*%0')($*1/8 !1 $#3$ $"*3 ",51$"#3*3L 4# *2513#- ( 5#%*1-*0 +(%*($*1/
*/ $"# .%#3"4($#% .1%0*/: 1. $"# ?$)(/$*0 */ $"# )($*$'-# 9#)$ FEUVE!>
H;*:8 F(K !"# (25)*$'-# 1. $"*3 .1%0*/: *3 +#%, 32()) H(91'$ <E 02,%!D

*/ 3'%.(0# W'@ 1% E8E< N+ */ $1$()L 0125(%# $1 ;*:8 DK= *$ 01')-L .1%
#@(25)#L %#5%#3#/$ 0"(/:#3 */ %*+#% %'/1..L 3#(M*0# #@51%$L 3"*.$3 */
$"# ?$)(/$*0 3$1%2 $%(0C 1% 0"(/:#3 */ 2(33 9()(/0# 1. $"# (-X(0#/$
*0# 3"##$38
!"# %#351/3# $1 $"# *2513#- .1%0*/: *3 3"14/ */ ;*:8 F8 ?.$#% (

5#%*1- 1. -#0%#(3*/: .%#3"4($#% */5'$ */$1 $"# %#:*1/ 01%%#351/-*/:
$1 $"# >1%-*0 N#(3L 01/+#0$*1/ *3 $%*::#%#- $"#%# (/- ( 3'--#/
*/0'%3*1/ 1. 4(%2L 3()$, ?$)(/$*0 4($#% 100'%38 !"*3 %#5%#3#/$3 ( W*5
.%12 $"# Y01)-Z $1 $"# Y4(%2Z 01/+#,1% 9#)$ 21-# H$%(/3*$*1/ [ */

;*:8 D9K8 ?3 '3'() 4"#/ 01/+#0$*1/ *3 $%*::#%#- (.$#% ( 5#%*1- 1.
3$(:/($*1/L 3$1%#- 51$#/$*() #/#%:, *3 %#)#(3#- .%12 $"# 4($#%
01)'2/ )#(-*/: */*$*()), $1 ( +*:1%1'3 W'3"8 O*+#/ $"($ $"# Y4(%2Z
21-# *3 /1$ 3$(9)# '/-#% :)(0*() 01/-*$*1/3L *$ :%(-'()), -#0(,3 1+#%
$"# /#@$ 3#+#%() "'/-%#- ,#(%38 ;*/()),L ( $"%#3"1)- *3 0%133#- 4"#%#
01/+#0$*1/ */ $"# )($*$'-#3 1. $"# >1%-*0 N#(3 3$153 (/- $"# 3,3$#2
.())3 9(0C */$1 $"# 3$(9)# Y01)-Z 21-#8 \$ %#2(*/3 $"#%# '/$*) $"# /#@$
#+#/$ *3 $%*::#%#-8
!"*3 0,0)# "(3 ( 0"(%(0$#%*3$*0 3()*/*$, 3*:/() H;*:8 F0K */ $"# "*:"

)($*$'-#3 (3 ( %#3')$ 1. $"# 3()$M4($#% */0'%3*1/3L 4"*0" .(% #@0##-3
$"# -*%#0$ 3()*/*$, 0"(/:#3 -'# $1 $"# *2513#- .%#3"4($#% .1%0*/:
(/- 4"*0" 2($0"#3 $"# 193#%+#- 3()*/*$, +(%*($*1/3 ($ $"*3 )($*$'-#<68
? 0"(%(0$#%*3$*0 $*2# #+1)'$*1/ 1. O%##/)(/- $#25#%($'%#3 *3

(3310*($#- 4*$" $"# 3*2')($#- 3#&'#/0# 1. #+#/$3 H;*:3 P9L F-KJ (/
(9%'5$ */*$*() 4(%2*/:L $"#/ ( :%(-'() 011)*/: $%#/- $#%2*/($#- 9, (
%(5*- $#25#%($'%# -%15 9(0C $1 3$(-*() 01/-*$*1/38 ](/, 1. $"#
193#%+#- RST #+#/$3 "(+# 3*2*)(% 0"(%(0$#%*3$*03 H;*:8 P9K8 \/
?/$(%0$*0(L $#25#%($'%#3 (%# */0%#(3*/: -'%*/: $"# 3$(-*() 5"(3#
(/- -#0%#(3*/: -'%*/: $"# 4(%2 #+#/$L 9'$ $"# (25)*$'-# 1. $"#
%#351/3# *3 32())8
\$ *3 *251%$(/$ $"($ $"# 0"(%(0$#%*3$*03 1. $"# 3*2')($#- RST

#+#/$3 -1 /1$ -#5#/- 1/ $"# *2513#- .1%0*/: 0,0)#8 !"# .1%0*/: 1/),
(0$3 (3 ( $%*::#%= 1/0# (/ #+#/$ *3 3#$ 1.. *$ .1))143 *$3 14/ */$#%/()
-,/(2*038 \. $"# 3(2# #@5#%*2#/$ *3 5#%.1%2#- 4*$" -*..#%#/$
(25)*$'-#3 1. $"# .1%0*/: 0,0)#L $"#/ $"# $"%#3"1)- 9#"(+*1'%
9#012#3 0)#(%J .1% (/ (25)*$'-# 1. E8EDF N+ /1 RST #+#/$3 (%#
$%*::#%#- (/- $"# O%##/)(/- $#25#%($'%# %#2(*/3 01/3$(/$L 4"#%#(3
.1% ( .1%0*/: (25)*$'-# 1. E8EPF N+ $"# #+#/$3 #+1)+# */ $"# 3(2# 4(,
(/- 4*$" $"# 3(2# (25)*$'-# (3 3"14/ .1% E8E< N+ H;*:8 F9U#KL
#@0#5$ $"($ $"#, (%# $%*::#%#- 3)*:"$), #(%)*#% */ $"# 0,0)#8
!"# 3'%.(0# $#25#%($'%# %#351/3# H-#^/#- (3 $"# $#25#%($'%# 1.

$"# 4(%2 5"(3# 1. ( 0,0)# 2*/'3 $"# $#25#%($'%# 1. $"# 01)- 5"(3#
1. $"($ 0,0)#K *3 3"14/ */ ;*:8 <98 _*C# $"# #&'*)*9%*'2 -*..#%#/0#
9#$4##/ $"# Y4(%2Z (/- Y01)-Z 01/+#,1% 9#)$ 21-#3 H;*:8 <(KL $"#
%#:*1/ 1. 2(@*2'2 %#351/3# *3 0#/$%#- 1/ $"# /1%$"#%/ >1%$"
?$)(/$*08 I14#+#%L 14*/: $1 $"# $"#%2() */#%$*( 1. $"# 10#(/3 $"#
$%(/3*#/$ %#351/3# "(3 $"# 3(2# 3*:/ :)19()),L (/- $"#%# *3 3$%1/:#%
RST 4(%2*/: */ $"# 3'9$%15*0() ?$)(/$*0L */ 9#$$#% (:%##2#/$ 4*$"
5()(#10)*2($*0 -($( .%12 $"*3 %#:*1/8 \/ $"# N1'$"#%/ I#2*35"#%#
$"# #..#0$ 1. $"# RST 0,0)#3 *3 4#(C8

/*0#&0+, *-*#.$
!1 3*2')($# I#*/%*0" #+#/$3 ( 2'0" )(%:#% .%#3"4($#% 5#%$'%9($*1/
4(3 (--#- $1 $"# /1%$"#%/ >1%$" ?$)(/$*0 H(25)*$'-# '5 $1 E8DF N+L
;*:8 F(KL 4"*0" 2*2*03 $"# #..#0$ 1. ( 2(X1% *0#M3"##$ 3'%:#<<8 \/
%#351/3# $1 $"*3 .%#3"4($#% %#)#(3#L $"# 01/+#,1% 9#)$ 3"'$3 -14/
(/- $"# 3,3$#2 2(C#3 ( $%(/3*$*1/ $1 $"# Y1.. Z 21-# 1. ?$)(/$*0
0*%0')($*1/ H;*:3 F9L 60K8 ?3 $"# 3$(9*)*$, -*(:%(2 H;*:8 D9K 3"143L
$"*3 *3 /1$ ( 3$(9)# 0*%0')($*1/21-# '/-#% :)(0*() 01/-*$*1/3L 31 $"($
$"# 01/+#,1% 9#)$ %#3$(%$3 351/$(/#1'3), (.$#% $"# .%#3"4($#% */W'@
012#3 $1 (/ #/-8
G"($ *3 213$ */$#%#3$*/: *3 $"# 3'%.(0# $#25#%($'%# %#351/3# */

O%##/)(/- (/- */ ?/$(%0$*0( H;*:8 F-L #K8 ?$ $"# 3$(%$ 1. $"# I#*/%*0"
#+#/$ $"# 0*%0')($*1/ *3 ()%#(-, */ $"# 3$(-*() 21-#L (/- O%##/)(/- *3
()%#(-, 01)- (/- 9#,1/- $"# %#(0" 1. $"# 01/+#,1% 9#)$L 31 $"($ */
O%##/)(/- $"#%# *3 "(%-), (/, .'%$"#% 011)*/:8 !"*3 *3 (/ *251%$(/$
(:%##2#/$ 4*$" $"# O%##/)(/- 5()(#1 %#01%- H;*:8 PKL 4"*0" 3"143
3*2*)(% 3$(-*() $#25#%($'%#3 *%%#35#0$*+# 1. $"# 100'%%#/0# 1.
I#*/%*0" #+#/$38 !"# 3$%1/:#3$ 011)*/: 0('3#- 9, $"# 01/+#,1%M
9#)$ 01))(53# 100'%3 .'%$"#% 31'$" */ $"# 3'9$%15*0() ?$)(/$*0<P

H;*:8 <0K8 !"*3 *3 3'551%$#- 9, 5()(#10#(/1:%(5"*0 3#( 3'%.(0#
$#25#%($'%# -($( .%12 $"# ]#-*$#%%(/#(/<F (/- $"# ?$)(/$*0 1..
`1%$':()<AL 4"#%# I#*/%*0" #+#/$3 %#:*3$#% 2'0" 21%# 3$%1/:), $"(/
RST #+#/$38 !"# 3(2# *3 $%'# .1% ?/$(%0$*0(J I#*/%*0" #+#/$3 3"14
$"# 9*51)(% 3##M3(4 4*$" ( 2'0" 3$%1/:#% ?/$(%0$*0 %#351/3#L 4"*0"
*3 -'# $1 $"# -%(2($*0 -%15 */ */$#%"#2*35"#%*0 "#($ $%(/351%$
%#3')$*/: .%12 $"# 01))(53# 1. $"# 01/+#,1% 9#)$<Q8 !"# 3#&'#/0# 1.

!"#$%&'(

)*+ >?!abc d eT_ PE7 d DD f?>a?bg 6EED d 4448/($'%#8012

100 80 60 40 20 0

–42

–38

–34

–200 0 200 400 600 800 1,000
–43

–40

–39

–38

–37

-14

1

2
34567

8

9
10

11
12

13
14

15
16

171920

18

0

–20

∆
T

H1
H5

!1
8 0

 (‰
)

Age (kyr BP)

–41

–42

18
0 

(%
)

Time relative to start of event (yr)

–200 0 200 400 600 800 1,000
–43

–42

–41

–40

–39

–38

–37

–26

–24

–22

–20

–18

–16

–14

–12

Time relative to start of event (yr)

!1
8 0

 (‰
)

Te
m

pe
ra

tu
re

(°
c)

a

b

10%2&* 3 !"#$%& '()*+&, '-+./,0 ). 1#,,.(+.2 )',3'4#, 2+&+5 "6 7,'4#2 48 !9:; 8#4* &-,

17<= '4#,>?6 + %#4@A 84# +&*40%-,#)' &,*%,#+&$#, 4B,# 1#,,.(+.2 C+%%#4@)*+&, #,(+&)B,

&,*%,#+&$#, #+./,>D C). !EF )0 /)B,. 4. &-, #)/-&F5 G-, /(+')+( '()*+&, )0 %$.'&$+&,2 "A
H+.0/++#2I;,0'-/,# CHJ;F K+#* ,B,.&0 C.$*",#,2F5 G-, &)*)./ 48 L,).#)'- ,B,.&0 L9I

LM )0 *+#N,2 "A "(+'N 24&05 46 G)*, ,B4($&)4. 48 #,',.& HJ; ,B,.&0 &+N,. 8#4* " C.45 O6
()/-& "($,P .45 >6 2+#N "($,P .45 M6 %$#%(,P .45 ?6 /#,,.P .45 D6 4#+./,P .45 9Q6 #,2F5 R+.A

HJ; ,B,.&0 0-4K &-, '-+#+'&,#)0&)' 0(4K '44()./ %-+0, +8&,# &-, ).)&)+( K+#*)./6 84((4K,2

"A + *4#, +"#$%& &,*%,#+&$#, 2#4%5 S4*, ,B,.&0 +#, *$'- (4./,# "$& 0&)(( 0-4K &-)0

/,.,#+( '-+#+'&,#)0&)' C84# ,@+*%(,6 .40 :6 9T6 9U6 TQF5 V4# '4*%+#)04.6 + *42,((,2 HJ;

,B,.& )0 0-4K. ). "(+'N5 V4# &-, *42,( K, 0-4K &-, W4#&- !&(+.&)' 0,'&4# +)# &,*%,#+&$#,

?QIDQ! W C0'+(, 4. &-, #)/-&F6 K-)'- )0 + %#4@A 84# 1#,,.(+.2 &,*%,#+&$#, ). 4$# '4+#0,3

#,04($&)4. *42,(5

© 2001 Macmillan Magazines Ltd

Dansgaard-Oeschger events: 
abrupt warming events seen 
in Greenland ice cores; occur 
every ~1500 years, last a few 
hundred years; 

D/O events

Ganopolski Rahmstorf 2001

Figure 4 Abrupt climate changes in Greenland ice-
core data. a, d18O from GRIP core, a proxy for 
atmospheric temperature over Greenland. 
Dansgaard±Oeschger (D/O) warm events 
(numbered). Heinrich events H1-H5 marked by 
black dots. b, Time evolution of recent D/O 
events taken from a (3, light blue; 4, dark blue; 5, 
purple; 6, green; 7, orange; 10, red). Many D/O 
events show the characteristic slow cooling 
phase after the initial warming, followed by a more 
abrupt temperature drop. Some events are much 
longer but still show this general characteristic (for 
example, nos 8, 12, 19, 20). A modeled D/O 
event in black (North Atlantic air temperature).
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Dansgaard-Oeschger events, outline 

1. AMOC flushes/relaxation oscillations  
2. sea ice amplification of the atmospheric signal 
3. precise clock? 
4. teleconnections
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Winton 1993

D/O-like AMOC oscillations, “flushes”
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Winton 1993

D/O-like AMOC oscillations, “flushes”
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Winton 1993 model, based on Matlab code on course webpage
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Figure 1. Stability diagrams for AMOC in a 
coupled model. present climate (left) differs 
substantially from the glacial climate (right). 
freshwater perturbation F was added in 20–50N 
to obtain the black curves, and in 50–70N to 
obtain the red curves. a & b: AMOC. c & d: 
North Atlantic sector air temperature (60–70N). 

Δ

Figure 2. Modes of AMOC in a coupled 
model. a, Holocene `warm' mode. b, Glacial 
`warm' (interstadial) mode. c, Holocene `off' 
mode. d, Glacial `cold' (stadial) mode. 
Shown: AMOC stream function (Sv)

Hysteresis diagrams for modern and glacial climates demonstrating the ease of making 
a transition between the two THC states in glacial climate; 

D/O-like AMOC oscillations, “flushes”

present-day ‘on’

glacial coldpresent-day ‘off’

glacial warm



Eli Tziperman, EPS 231, Climate dynamics

!"#$%&'#(%))* $+!!','#( -)+&%(' &.$'/ +# (0' 123456789 &.$'):
;+(0 %#$ ;+(0."( <=>? !.,&%(+.#@ (0%( +/@ (0' A;%,&B -.#C'*.,
D')( &.$' EF+GH 9%I %#$ (0' A.!! B &.$' EF+GH 9-IH J0' A;+$(0B .! (0'
0*/(','/+/ )..K +# !,'/0;%(', /K%-' +/ K,.K.,(+.#%) (. (0' .-'%#+-
0'%( (,%#/K.,(@ %/ +( +/ (0' D".*%#-* G%+# ,')%('$ (. ,')'%/+#G (0+/ 0'%(
(. (0' %(&./K0',' ;0+-0 0%/ (. .C',-.&' (0' D".*%#-* ).//
,'/")(+#G !,.& !,'/0;%(', +#K"( +# .,$', (. (,+GG', -.#C'-(+.#H
J0' D%/+#8/-%)' /(%D+)+(* (0,'/0.)$@ (0%( +/@ (0' %&."#( .! !,'/0;%(',
+#K"( (0%( -%# D' /"/(%+#'$ D'!.,' (0' -+,-")%(+.# D,'%L/ $.;#@ -%#
D' -.&K"('$ !,.& % /+&K)' -.#-'K("%) &.$')9M %/

!-,+( !
!

N""##$O
% "P#

;0',' ! %#$ " %,' (0' (0',&%) %#$ 0%)+#' 'QK%#/+.# -.'!R-+'#(/@ "#
%#$ # %,' (0' 0'%( -%K%-+(* %#$ $'#/+(* .! /'% ;%(',@ $O +/ % ,'!','#-'
/%)+#+(* %#$ % +/ (0' =()%#(+- 0'%( (,%#/K.,(H F., % 0'%( (,%#/K.,( .!
POPS? E,."G0)* (0' K,'/'#(8$%* 0'%(8(,%#/K.,( &%Q+&"& +# /"D8
(,.K+-%) )%(+("$'/@ D.(0 +# .", &.$') %#$ +# .D/',C%(+.#/I (0+/
!.,&")% ,'/")(/ +# % 0*/(','/+/ ;+$(0 .! OH9N TC@ -)./' (. (0' OH99 TC
/''# +# F+GH P% ED)%-L -",C'IH
J0' /(%D+)+(* $+%G,%&/ !., (0' G)%-+%) -)+&%(' 0%C' % ,%(0',

$+!!','#( /0%K' EF+GH PD@ $IH U*/(','/+/ A;+$(0B +/ /+&+)%, D'-%"/'
(0' =()%#(+- 0'%( (,%#/K.,( K'%L/ %( P!O! POPS ? %( 9O!< +# (0'
G)%-+%) &.$'@ V"/( %/ +# (0' &.$',# &.$'H 5"( ;0'# !,'/0;%(',
+#W.; (. (0' =()%#(+- +/ +#-,'%/'$ (0' -+,-")%(+.# $'-)+#'/ G,%$"%))*@
,%(0', (0%# ,'%-0+#G % -)'%, D+!",-%(+.# K.+#( ;0',' (0' -+,-")%(+.#
D,'%L/ $.;#H ?0'# (0' !,'/0;%(', +#W.; +/ $'-,'%/'$ %G%+#@ (0'
0*/(','/+/ D'0%C+.", +/ &"-0 )'// K,.#."#-'$ (0%# +# (0' K,'/'#(
-)+&%('H J0' ,'%/.# +/ (0%( +# (0' &.$',# -)+&%(' <=>? !.,&%(+.#
+/ G'.G,%K0+-%))* ).-L'$ +#(. (0' <.,$+- T'%/X+( -%##.( V"&K (.
(0' /."(0 .! (0' /+)) #'%, 3-')%#$@ D'-%"/' ('&K',%(",'/ (0',' %,' (..
;%,&H <=>? !.,&%(+.# &"/( .--", #'%, (0' /'%8+-' &%,G+#@
.(0',;+/' +( +/ #.( $'#/' '#."G0 (. -.&K'(' ;+(0 =#(%,-(+-
5.((.& ?%(', E==5?IH 3# (0' G)%-+%) &.$'@ +# -.#(,%/(@ +( +/ -.)$
'#."G0 !., <=>?(. !.,& /."(0 .! 3-')%#$ E/'' F+GH 9$I +# (0' .K'#
=()%#(+-H J0',' +( +/ #.( G'.G,%K0+-%))* ).-L'$ +#(. K)%-'@ %#$ (0'
-.#C'*., D')( +/ %D)' (. ,'/K.#$ (. /",!%-' !,'/0;%(', +#K"( D*
G,%$"%))* ,'(,'%(+#G /."(0;%,$/ %#$ D'-.&+#G /0%)).;',H J0+/ )'%$/
(. % /&..(0',@ )'// #.#)+#'%, ,'/K.#/' -.&K%,'$ (. (0' &.$',#
-.#C'*., D')(H = -.#/'Y"'#-' +/ (0%( !., (0' "#K',(",D'$ G)%-+%)
-)+&%(' (0',' +/ #. A.!! B&.$' %#$ .#)* (0' A-.)$B -.#C'*., D')( &.$'
EF+GH 9$I +/ /(%D)'H
=#.(0', +&K.,(%#( $+!!','#-' D'(;''# G)%-+%) %#$ &.$',# -)+8

&%('/ +/ /''# +# (0' ,'/K.#/' (. !,'/0;%(', !.,-+#G +# (0' )%(+("$'/ .!
(0' <.,$+- T'%/ E,'$ -",C'/IH F., % /&%)) #'G%(+C' E(0%( +/@ 'C%K.,%8
(+C'I %#.&%)* (0' -+,-")%(+.# V"&K/ (. % AG)%-+%) ;%,& &.$'B
EF+GH 9DI %( K.+#( 5 +# F+GH PH J0+/ V"&K +/ %//.-+%('$ ;+(0 %# +#-,'%/'
+# Z,''#)%#$ ('&K',%(",' .! S !1 EF+GH P$IH J0' .-'%#+- 0'%(
(,%#/K.,( %-,.// [O!< +/ O!P9! POPS ? +# (0+/ -%/'@ %#$ (0'
%,G"&'#( "/'$ !., (0' ;0.)' =()%#(+- %D.C' -%# %)/. D' %KK)+'$
!., (0' /&%))', )..K .! (0' -.#C'*., D')( 'Q('#$+#G %-,.// (0+/
)%(+("$' +#(. (0' <.,$+- T'%/ +# (0' ;%,&&.$': !,.& 'Y"%(+.# EPI %
0*/(','/+/ A;+$(0B E$+/(%#-' D'(;''# K.+#(/ = %#$ 5I .! %D."( OHOP TC
/0.")$ %KK)* E(%L+#G +#(. %--."#( (0' /&%))', C%)"' .! ! !., (0'
-.)$', G)%-+%) ;%(',/I@ %/ +/ +#$''$ !."#$ +# (0' &.$') 'QK',+&'#(H
J0' K,.Q+&+(* .! = %#$ 5 (. '%-0 .(0', +# F+GH P +/ (0"/ 'QK)%+#'$H
J0' ,'%/.#;0* (0' .-'%# -+,-")%(+.# .K',%('/ .#)* +# (;. $+/(+#-()*
$+!!','#( &.$'/ %#$ (,%#/+(+.#/ D'(;''# (0'/' &.$'/ -%# D'
(,+GG','$ D* /&%)) -0%#G'/ +# !,'/0;%(', W"Q E(0%( +/@ (0' ,'%/.#
!., (0' K,.Q+&+(* .! = %#$ 5 (. \',. +# F+GH PI +/ (0' G)%-+%) /",!%-'
!,'/0;%(', W"Q@ ;0+-0 $+!!',/ /"D/(%#(+%))* !,.& (0' K,'/'#( .#'H
];+#G (. % $,%/(+- ,'$"-(+.# .! K,'-+K+(%(+.# %#$ ,+C', ,"#.!! (. (0'
=,-(+- (0' !,'/0;%(', W"Q +/ -)./' (. \',. 0','@ ;0+)' +# (0' )%(+("$'
D')( NO^[O!< +( +/ &"-0 0+G0', (0%# !., K,'/'#(8$%* -.#$+(+.#/H
J0' )%((', +/ % -.#/'Y"'#-' .! % ,'$"-(+.# .! 'C%K.,%(+.#@ % /."(08
;%,$ /0+!( .! (0' /(.,& (,%-L %#$ % &')(+#G .! /'% +-' +# (0+/ %,'%H
J0+/ &%Q+&"& .! (0' !,'/0;%(', W"Q /',C'/ %/ % D%,,+', !., (0'

K'#'(,%(+.# .! =()%#(+- ;%(', &%//'/ (. (0' #.,(0H J0+/ +/ ;0*
-.#C'-(+.# +# (0' -.)$ E/(%$+%)I &.$' +/ ).-L'$ /."(0;%,$ .! (0+/
AD%,,+',B %#$ %( (0' /%&' (+&' % ,')%(+C')* /&%)) #'G%(+C' !,'/0;%(',
W"Q %KK)+'$ (. (0' <.,$+- T'%/ -%# /(%,( -.#C'-(+.# (0','H =/ % ,'/")(
<=>? !.,&%(+.# AV"&K/B D'(;''# (0'/' ).-%(+.#/ /'K%,%('$ D*
P@SOO L& D"( -%##.( D' /"/(%+#'$ D'(;''# (0'&H
J0' $+!!','#( /(%D+)+(* K,.K',(+'/ .! (0' G)%-+%) %#$ (0' &.$',#

-.#C'*., D')( %,' (0"/ %( )'%/( K0*/+-%))* K)%"/+D)'H ?' K',!.,&'$ %
/',+'/ .! /'#/+(+C+(* 'QK',+&'#(/ (. -.#R,& (0%( (0'* %,' %)/. ,.D"/(
+# .", &.$')H 3# (0'/' 'QK',+&'#(/ ;' "/'$ % /',+'/ .! $+!!','#(
D%-LG,."#$ -)+&%('/@ !,.& !")) G)%-+%) (. &.$',#@ D* C%,*+#G (0'
K,'/-,+D'$ -.#(+#'#(%) +-'8/0''( /+\' %#$_., %(&./K0',+- 1]9 -.#8
-'#(,%(+.#H ?' %)/. "/'$ % D,.%$ ,%#G' .! K%,%&'(',/ +# (0'
K%,%&'(,+\%(+.#/ .! !,'/0;%(', 'Q-0%#G' D'(;''# (0' =,-(+- %#$
(0' =()%#(+- E!,'/0;%(', D*K%// %#$ /'%8+-' 'QK.,(@ 'QK)%+#'$ +# (0'
4'(0.$/IH J0'/' /0.;'$ (0%( (0' !'%(",'/ /0.;# +# F+G/ P %#$ 9 %,'
+#$''$ ,.D"/(: EPI J0' G)%-+%) -)+&%(' 0%/ % /(%D)' A-.)$ &.$'B
EF+GH 9$I ;+(0 $''K ;%(', !.,&+#G /."(0 .! (0' 3-')%#$+- /+))@ %#$ %
&%,G+#%))* "#/(%D)' A;%,& &.$'B EF+GH 9DI ;0+-0 ,'/'&D)'/ (0'
&.$',# -.#C'*., D')(H E9I J0' -.#C'*., A.!! B &.$' +/ "#/(%D)' !.,
G)%-+%) -.#$+(+.#/H
3# %$$+(+.#@ (0' /'#/+(+C+(* /("$* /0.;'$ (0%( (0' -.)$', (0'

-)+&%(' %#$_., (0' ;'%L', (0' 'QK.,( .! !,'/0 ;%(', !,.& (0' <.,$+-
T'%/@ (0' &.,' K.+#(/ = %#$ 5 +# F+GH P &.C' (. (0' )'!(X(0%( +/@ (0'
&.,' /(%D)' (0' A-.)$ &.$'B D'-.&'/ %#$ (0' )%,G', (0' !,'/0;%(',
K',(",D%(+.# ,'Y"+,'$ (. (,+GG', % (,%#/+(+.# (. (0' A;%,& &.$'BH

!"#$%&'(

<=J`76 a b]2 NOc a PP d=<`=7e 9OOP a ;;;H#%(",'H-.& )**

4
6

1
0.5

0

-0.5
–1

–2

6

4
2
1

0.5

2

0.5

–2

0

–1

–0.50

1
0.5

60N

30N

EQ

30S

60S

60N

30N

EQ

30S

60S

60N

30N

EQ

30S

60S

La
tit

ud
e

(d
eg

)
La

tit
ud

e
(d

eg
)

La
tit

ud
e

(d
eg

)

Longitude (deg)

180 120W 60W 0 60E 120E 180

180 120W 60W 0 60E 120E 180

180 120W 60W 0 60E 120E 180

a

b

c

!"#$%& ' !"##$%$&'$( "& )*+$,-(").,/0$+ /&&./, )$/& (.%#/'$ /"% 0$)1$%/0.%$ 2!345
(6 7,/'"/, 89/%): )*+$ 2;"<5 =>4 )"&.( (0/+"/, )*+$ 2;"<5 =+4 "& $?.",">%".)5 )6 @/%)$(0
1A/($ *# / !/&(<//%+BC$('A<$% 'D',$ )"&.( (0/+"/, 1A/($6 EFG D$/%( /1/%0 2($$ ;"<5

F+45 *6 3*&+"0"*&( +.%"&< / H$"&%"'A $I$&0 )"&.( (0/+"/, )*+$ 2($$ ;"<5 F+45 JA$ #.,, 0")$
$I*,.0"*& *# (.%#/'$ 0$)1$%/0.%$ '/& >$ I"$9$+ /( / )*I"$ 2($$ K.11,$)$&0/%D

L&#*%)/0"*&45

© 2001 Macmillan Magazines Ltd

Ganopolski and Rahmstorf 2001

Figure 3 Differences in model-simulated annual mean surface air 
temperature (C). a, Glacial `warm' mode (Fig. 2b) minus stadial 
(Fig. 2d) in equilibrium. b, Warmest phase of a D/O cycle minus 
stadia phase, 750 years apart (Fig. 5d). c, Heinrich event minus 
stadial (Fig. 5d).
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Figure 3 Differences in model-simulated annual mean surface air 
temperature (C). a, Glacial `warm' mode (Fig. 2b) minus stadial 
(Fig. 2d) in equilibrium. b, Warmest phase of a D/O cycle minus 
stadia phase, 750 years apart (Fig. 5d). c, Heinrich event minus 
stadial (Fig. 5d).
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Figure 5 Simulated D/O & Heinrich events. a, Forcing, b, Atlantic 
overturning,  c, Atlantic salinity (S) at 60N, d, air temperature in 
Atlantic (60-70N), & e, Antarctic temperature (difference from 
present-day). vertical bars: times of difference plot in Fig. 3b, c. 
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Ganopolski and Rahmstorf 2001

Figure 3 Differences in model-simulated annual mean surface air 
temperature (C). a, Glacial `warm' mode (Fig. 2b) minus stadial 
(Fig. 2d) in equilibrium. b, Warmest phase of a D/O cycle minus 
stadia phase, 750 years apart (Fig. 5d). c, Heinrich event minus 
stadial (Fig. 5d).

However: producing D/O signal requires a very large (unrealistic?) AMOC response
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Figure 5 Simulated D/O & Heinrich events. a, Forcing, b, Atlantic 
overturning,  c, Atlantic salinity (S) at 60N, d, air temperature in 
Atlantic (60-70N), & e, Antarctic temperature (difference from 
present-day). vertical bars: times of difference plot in Fig. 3b, c. 
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to a Last Glacial Maximum (LGM) climate configured
with Peltier ice sheets [Peltier, 1994], revised CLIMAP
SST [Crowley, 2000] and sea ice [Sarnthein et al., 2003],
21kyr BP insolation, 200 ppm CO2 and 350 ppb CH4

(Figure 1) Spectral smoothing lowers the LGM Greenland
Summit by 900 geopotential meters. Extrapolating to the true
summit elevation using the relatively linear ‘‘land surface
lapse rate’’ of Greenland for each month of the year yields a
more concordant (colder) LGM Summit temperature of
!"50!C. Assuming that snowfall at the Summit scales with
saturation vapor pressure, the associated error in accumula-
tion is less than 10%.
[6] In a suite of reduced sea ice experiments, the

atmospheric response in the vicinity of Greenland was
relatively insensitive to the details of the prescribed sea
ice changes. We will mainly discuss results from a simu-
lation with maximum extent corresponding to the LGM
perennial ice line, minimum extent corresponding to the
modern perennial ice line, and ice distributions interpolated
between these extremes for the intervening months (sce-
nario I). This reduction, while somewhat arbitrary, is
comparable to the sea ice variability associated with small
(2 Sv) changes in Atlantic overturning in an LGM climate
simulated by NCAR’s fully coupled Community Climate

System Model CCSM3 (B. Otto-Bliesner et al., unpub-
lished data, 2005).

3. Results

[7] Reduced sea ice scenario I (see Table 1) shows
warming in the North Atlantic region with an annual
temperature change of 7!C around the Greenland Summit
(Figure 1b). This warming is comparable to the 5–10!C
temperature rise during D-O events determined from gas
fractionation in air bubbles trapped within Greenland ice
[Severinghaus and Brook, 1999; Severinghaus et al., 2003].
The temperature response in scenario I is localized as the
prescribed SST model limits teleconnections and lacks
tropical atmosphere-ocean feedbacks demonstrated to
be important in glacial climates [Chiang et al., 2003]. These
linkages, in conjunction with potentially enhanced glacial
teleconnections [Yin and Battisti, 2001], could both reinforce
the warm temperatures in Greenland and produce far-field
responses throughout the Northern Hemisphere.
[8] Looking beyond the annual mean picture, results from

scenario I and an additional simulation with sea ice retreat to
80N around Greenland in summer alone (scenario II) point
to winter as important for generating Greenland warmth (see

Figure 1. Comparison of LGM and reduced sea ice scenario I. (A) Annual mean sea surface temperature boundary
conditions (degrees Celsius) for LGM (left) and reduced sea ice scenario (right). Maximum (February) and minimum
(August) sea ice extents are indicated with the solid and dotted lines, respectively. Scenario I has a maximum sea ice extent
equivalent to the LGM perennial ice cover, and a minimum sea ice extent equivalent to the modern day perennial ice cover.
The ice thickness is 2 metres, which is a typical value for the Arctic today. (B) The difference in surface air temperature
between the two simulations (degrees Celsius).

Table 1. Temperature at 2 m Reference Height, Accumulation and Accumulation-Weighted Temperature
(Weighted T) for the Four Simulations: Modern, LGM, I (Reduced Sea Ice) and II (Reduced Sea Ice in Summer
Only, With the Ice Line Retreating to 80N Around Greenland)a

Experiment

2 m Temperature, C Accumulation, cm/y Weighted T, C

DJF JJA ANN DT DJF (%) JJA (%) ANN Dacc (%) ANN DwT

Modern "33 "8 "22 20.5 (22) 34.2 (36) 23.6 "18.6
LGM "63 "24 "45 0.6 (4) 11.0 (70) 4.0 "28.3
I "55 "20 "38 7 1.2 (4) 20.1 (62) 8.0 +100 "25.5 2.5
II "63 "19 "43 2 0.6 (2) 25.5 (79) 8.1 +100 "22.4 5.8
aFor temperature and accumulation, winter (DJF) and summer (JJA) breakdowns are included in addition to the annual

averages. The accumulation values in parentheses are the fraction of the total annual accumulation contributed by the given
season. The columns marked DT, Dacc and DwT show the annual mean difference relative to the LGM. These results are an
average over 70N–75N and 34W–48W near the Greenland Summit. Temperature and accumulation changes quoted for the
reduced sea ice scenario correspond to at least several standard deviations of its internal variability and are significant at the
95% confidence level.
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D/O due to weak AMOC variability amplified by sea ice changes? 

Comparison of LGM and reduced sea ice scenario I. (A) Annual mean sea surface 
temperature boundary conditions (deg C) for LGM (left) & reduced sea ice scenario (right). 
Maximum (February) and minimum (August) sea ice extents are indicated with the solid and 
dotted lines. Scenario I has a maximum sea ice extent equivalent to LGM perennial ice cover, 
and a minimum sea ice extent equivalent to the modern day perennial ice cover. ice thickness 
is 2 m, typical value for Arctic today. (B) The difference in surface air temperature between the 
two simulations (degrees C). 
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example equations for sea ice in a simple model

[12] A detailed model description follows. Readers inter-
ested mostly in the model results may skip directly to
section 3.

2.1. Atmospheric Model

2.1.1. Heat Equation
[13] The average potential atmospheric temperature at

latitude y, represented by q(y), is calculated by balancing
the following heat fluxes: (1) incoming solar short-wave
radiation (SW), (2) outgoing long-wave radiation (LW), (3)

meridional heat transport, and (4) heat exchange with the
ocean. The equation for q(y) is thus [Marotzke and Stone,
1995; Rivin and Tziperman, 1997; Gildor and Tziperman,
2001]

@q yð Þ
@t

¼ 2R=C
air
p g

PoCair
p

!
HSW

land yð Þ $ HLW yð Þ

$ Hair$sea yð Þ þ @

@y
Fmerid yð Þ

"
; ð1Þ

where Po is the atmospheric pressure at sea level, R is the
gas constant for dry air, Cp

air is the air specific heat at
constant pressure, g is the gravitational acceleration, and
Fmerid is meridional net heat transport.
[14] For the purpose of the present study the model is

forced with annual mean solar radiation, neglecting seasonal
and orbital variations. Part of the incoming SW radiation is
reflected back to space owing to the atmospheric albedo,
aatm
SW, and the rest is transmitted through the atmosphere to

the surface. The incident radiation over land and ice sheets
is partly reflected owing to their albedos (aL

SW and aLI
SW),

and the rest is assumed to be absorbed by the atmosphere.
Thus the fraction of SW radiation that is absorbed and heats
the atmosphere is

HSW
land yð Þ ¼ S& s1 þ s2 cos yð Þ½ ( 1$ aSW

atm

# $

) fL yð Þ 1$ aSW
L

# $
þ fLI yð Þ 1$ aSW

LI

# $! "
; ð2Þ

where S& is the solar constant and s1 and s2 are chosen so
that the annual average values of the incoming SW radiation
at the equator and the poles are 430 W m$2 and 180 W m$2,
respectively [Gill, 1982]. The other part of the transmitted
SW radiation, which contributes directly to the heating of
the ocean and sea ice, is given by equations (15) and (19).
[15] The ocean-atmosphere heat exchange term, repre-

senting the sensible, latent, and radiative heat fluxes, as
well as taking into account the insulating effect of sea ice
[Bryan et al., 1974], is given by

Hair$sea yð Þ ¼
roCwater

p Dtop

t
q yð Þ $ T yð Þ½ (

) fopen ocean yð Þ þ fSI yð Þ g

DSI yð Þ þ 1:7m

% &
; ð3Þ

where Cp
water is the specific heat capacity of ocean water, T

is the ocean’s temperature, fopen ocean is the fraction of open
water, DSI is sea ice thickness (in meters), and g represents
the insulating effect of sea ice. The restoring timescale t, is
chosen such that the air-sea heat flux to the atmosphere over
the area from 45!N–90!N during an interglacial period is
around 1.5 PW.
[16] The outgoing LW radiation, HLW( y), is

HLW yð Þ ¼ sSBe yð Þq4 yð Þ; ð4Þ

where sSB is the Stephan-Boltzmann coefficient and e(y) is
the atmospheric emissivity, which is prescribed to have a

Figure 2. Model geometry. (top) Top view (latitude versus
longitude) of the land, land ice, ocean, and sea ice
distributions. (bottom) Latitude versus depth cross section
through the ocean and atmosphere models. The vertical
lines schematically mark a few of the grid boxes in the
atmosphere and ocean. The latitudinal resolution (the
latitudinal extent of these grid boxes) varies in the runs
presented here from 6! to 1.5!.
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ice melts otherwise. The formation or melting rate is given
by

HSI$ocean yð Þ ¼
roCwater

p

tSI
Vs yð Þ

rsea iceLSIf
TSI $ T yð Þ½ &; ð18Þ

where rsea ice is the sea ice density and Lf
SI is the latent heat

of fusion for sea ice. The sea ice relaxation timescale tSI is
chosen to be short enough to ensure that |T| ’ TSI when sea
ice is present. The contribution of precipitation to the rate of
sea ice growth is

Psea ice yð Þ ¼ P yð ÞLxDyfSI yð Þ;

where P(y) is given by equation (11).
[29] SW radiation over sea-ice-covered ocean is partly

reflected, is partly absorbed, and induces melting; the rest is
transmitted to the ocean below. The sea ice albedo is
denoted by asea ice

SW , and the SW radiation fraction that
is assumed to be absorbed by the sea ice and induces
melting is denoted by amelting. The SW radiation that is
absorbed by sea ice or transmitted through it is given by

HSW
SI yð Þ ¼ S' s1 þ s2 cos yð Þ½ & 1$ aSW

atm

! "

) 1$ aSW
sea ice

! "LxDyfSI yð Þ
rsea iceLSIf

:
ð19Þ

Finally, we include sea ice thickness diffusion in the
meridional direction so that the equation for the sea ice
volume is

@VSI yð Þ
@t

¼ Psea ice yð Þ þ HSI$ocean yð Þ $ HSW
SI yð Þamelting

þ KSI
@2DSI yð Þ

@y2
LxDyfSI yð Þ; ð20Þ

where KSI is the sea ice diffusion constant. The sea ice
model parameters are given in Table 3.

2.4. Land Ice Model

[30] Our ice sheet model is zonally uniform, assumes a
flat bottom and perfect plasticity, and is therefore charac-
terized by a parabolic height profile in the latitude [Ghil
and Treut, 1981; Paterson, 1994; Ghil, 1994; Gildor and

Tziperman, 2001]. The glacier height, h, at distance, l, from
its center is

h lð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2to
grLI

L$ lj jð Þ

s

; ð21Þ

where 2L is the total extent of the glacier in the latitudinal
direction, jlj * L, the stress threshold is to, and the ice
density is rLI.
[31] For the purpose of the present paper we do not allow

the ice sheet to vary freely owing to accumulation (precip-
itation) and ablation, but we prescribe the ice sheet volume
to increase linearly in time at a constant rate, independent of
the precipitation rate, and without affecting the model’s
water mass balance. Clearly, the effect of other atmospheric
and oceanic feedbacks and the way they correlate with land
ice growth rate is interesting and should be addressed in
future work. Yet the specified behavior of the land ice sheets
allows us to focus on the behavior of sea ice, which is the
main objective of the present study. Hence the equation that
governs the ice volume is

dVland ice

dt
¼ LIsource; ð22Þ

with a constant source/sink term LIsource.
[32] The southern ice sheet in our model is constrained to

cover the entire southern continent, consistent with its
behavior during the Pleistocene [Crowley and North,
1991]. The northern ice sheet, on the other hand, extends
initially from the North Pole to +65!N and grows according
to equation (22). Land ice model parameters are given in
Table 4.

2.5. Standard Model Simulation Results

[33] Before proceeding to the model experiments, we note
that a ‘‘standard’’ glacial-like solution indicates that the
model performs reasonably given its simplicity. Figure 3
shows the temperature, salinity, density, and meridional
circulation in the ocean, as well as the atmospheric temper-
ature and meridional heat flux, for a case where the northern
ice sheet extends to 55!N and is specified to be fixed in
time.

3. What Enables a Switch-Like Behavior of
Sea Ice

[34] Our objective is to find out under what circumstances
sea ice may grow suddenly during a slow climate cooling,
enforced in our model by specifying a slowly growing ice
sheet in the Northern Hemisphere, as explained in section 1.
Over many model experiments that we have carried out, the
main factor determining whether rapid, switch-like growth

Table 3. Sea Ice Model’s Parameters

Parameter Value Units

rsea ice 917 kg m$3

Lf
SI 3.34 , 105 J kg$1

tSI 1/24 year
asea ice
SW , amelting 0.85, 0.2 –

KSI 104 m2 s$1

TSI 0 !C
g 0.05 m

Table 4. Ice Sheet Model Parameters

Parameter Value Units

rLI 850 kg m$3

to 100 kPa
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ice melts otherwise. The formation or melting rate is given
by

HSI$ocean yð Þ ¼
roCwater

p

tSI
Vs yð Þ

rsea iceLSIf
TSI $ T yð Þ½ &; ð18Þ

where rsea ice is the sea ice density and Lf
SI is the latent heat

of fusion for sea ice. The sea ice relaxation timescale tSI is
chosen to be short enough to ensure that |T| ’ TSI when sea
ice is present. The contribution of precipitation to the rate of
sea ice growth is

Psea ice yð Þ ¼ P yð ÞLxDyfSI yð Þ;

where P(y) is given by equation (11).
[29] SW radiation over sea-ice-covered ocean is partly

reflected, is partly absorbed, and induces melting; the rest is
transmitted to the ocean below. The sea ice albedo is
denoted by asea ice

SW , and the SW radiation fraction that
is assumed to be absorbed by the sea ice and induces
melting is denoted by amelting. The SW radiation that is
absorbed by sea ice or transmitted through it is given by
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Finally, we include sea ice thickness diffusion in the
meridional direction so that the equation for the sea ice
volume is

@VSI yð Þ
@t

¼ Psea ice yð Þ þ HSI$ocean yð Þ $ HSW
SI yð Þamelting

þ KSI
@2DSI yð Þ

@y2
LxDyfSI yð Þ; ð20Þ

where KSI is the sea ice diffusion constant. The sea ice
model parameters are given in Table 3.

2.4. Land Ice Model

[30] Our ice sheet model is zonally uniform, assumes a
flat bottom and perfect plasticity, and is therefore charac-
terized by a parabolic height profile in the latitude [Ghil
and Treut, 1981; Paterson, 1994; Ghil, 1994; Gildor and

Tziperman, 2001]. The glacier height, h, at distance, l, from
its center is

h lð Þ ¼
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grLI

L$ lj jð Þ

s

; ð21Þ

where 2L is the total extent of the glacier in the latitudinal
direction, jlj * L, the stress threshold is to, and the ice
density is rLI.
[31] For the purpose of the present paper we do not allow

the ice sheet to vary freely owing to accumulation (precip-
itation) and ablation, but we prescribe the ice sheet volume
to increase linearly in time at a constant rate, independent of
the precipitation rate, and without affecting the model’s
water mass balance. Clearly, the effect of other atmospheric
and oceanic feedbacks and the way they correlate with land
ice growth rate is interesting and should be addressed in
future work. Yet the specified behavior of the land ice sheets
allows us to focus on the behavior of sea ice, which is the
main objective of the present study. Hence the equation that
governs the ice volume is

dVland ice

dt
¼ LIsource; ð22Þ

with a constant source/sink term LIsource.
[32] The southern ice sheet in our model is constrained to

cover the entire southern continent, consistent with its
behavior during the Pleistocene [Crowley and North,
1991]. The northern ice sheet, on the other hand, extends
initially from the North Pole to +65!N and grows according
to equation (22). Land ice model parameters are given in
Table 4.

2.5. Standard Model Simulation Results

[33] Before proceeding to the model experiments, we note
that a ‘‘standard’’ glacial-like solution indicates that the
model performs reasonably given its simplicity. Figure 3
shows the temperature, salinity, density, and meridional
circulation in the ocean, as well as the atmospheric temper-
ature and meridional heat flux, for a case where the northern
ice sheet extends to 55!N and is specified to be fixed in
time.

3. What Enables a Switch-Like Behavior of
Sea Ice

[34] Our objective is to find out under what circumstances
sea ice may grow suddenly during a slow climate cooling,
enforced in our model by specifying a slowly growing ice
sheet in the Northern Hemisphere, as explained in section 1.
Over many model experiments that we have carried out, the
main factor determining whether rapid, switch-like growth

Table 3. Sea Ice Model’s Parameters
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rsea ice 917 kg m$3
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SI 3.34 , 105 J kg$1

tSI 1/24 year
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ice melts otherwise. The formation or melting rate is given
by

HSI$ocean yð Þ ¼
roCwater
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tSI
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rsea iceLSIf
TSI $ T yð Þ½ &; ð18Þ

where rsea ice is the sea ice density and Lf
SI is the latent heat

of fusion for sea ice. The sea ice relaxation timescale tSI is
chosen to be short enough to ensure that |T| ’ TSI when sea
ice is present. The contribution of precipitation to the rate of
sea ice growth is

Psea ice yð Þ ¼ P yð ÞLxDyfSI yð Þ;

where P(y) is given by equation (11).
[29] SW radiation over sea-ice-covered ocean is partly

reflected, is partly absorbed, and induces melting; the rest is
transmitted to the ocean below. The sea ice albedo is
denoted by asea ice

SW , and the SW radiation fraction that
is assumed to be absorbed by the sea ice and induces
melting is denoted by amelting. The SW radiation that is
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Finally, we include sea ice thickness diffusion in the
meridional direction so that the equation for the sea ice
volume is

@VSI yð Þ
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¼ Psea ice yð Þ þ HSI$ocean yð Þ $ HSW
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where KSI is the sea ice diffusion constant. The sea ice
model parameters are given in Table 3.

2.4. Land Ice Model

[30] Our ice sheet model is zonally uniform, assumes a
flat bottom and perfect plasticity, and is therefore charac-
terized by a parabolic height profile in the latitude [Ghil
and Treut, 1981; Paterson, 1994; Ghil, 1994; Gildor and

Tziperman, 2001]. The glacier height, h, at distance, l, from
its center is
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where 2L is the total extent of the glacier in the latitudinal
direction, jlj * L, the stress threshold is to, and the ice
density is rLI.
[31] For the purpose of the present paper we do not allow

the ice sheet to vary freely owing to accumulation (precip-
itation) and ablation, but we prescribe the ice sheet volume
to increase linearly in time at a constant rate, independent of
the precipitation rate, and without affecting the model’s
water mass balance. Clearly, the effect of other atmospheric
and oceanic feedbacks and the way they correlate with land
ice growth rate is interesting and should be addressed in
future work. Yet the specified behavior of the land ice sheets
allows us to focus on the behavior of sea ice, which is the
main objective of the present study. Hence the equation that
governs the ice volume is
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with a constant source/sink term LIsource.
[32] The southern ice sheet in our model is constrained to

cover the entire southern continent, consistent with its
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1991]. The northern ice sheet, on the other hand, extends
initially from the North Pole to +65!N and grows according
to equation (22). Land ice model parameters are given in
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[33] Before proceeding to the model experiments, we note
that a ‘‘standard’’ glacial-like solution indicates that the
model performs reasonably given its simplicity. Figure 3
shows the temperature, salinity, density, and meridional
circulation in the ocean, as well as the atmospheric temper-
ature and meridional heat flux, for a case where the northern
ice sheet extends to 55!N and is specified to be fixed in
time.

3. What Enables a Switch-Like Behavior of
Sea Ice

[34] Our objective is to find out under what circumstances
sea ice may grow suddenly during a slow climate cooling,
enforced in our model by specifying a slowly growing ice
sheet in the Northern Hemisphere, as explained in section 1.
Over many model experiments that we have carried out, the
main factor determining whether rapid, switch-like growth

Table 3. Sea Ice Model’s Parameters

Parameter Value Units

rsea ice 917 kg m$3

Lf
SI 3.34 , 105 J kg$1

tSI 1/24 year
asea ice
SW , amelting 0.85, 0.2 –

KSI 104 m2 s$1

TSI 0 !C
g 0.05 m

Table 4. Ice Sheet Model Parameters

Parameter Value Units

rLI 850 kg m$3

to 100 kPa
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FIG. 3. Jan atmospheric and oceanic variables corresponding to the stochastically forced meltwater
experiment in Fig. 2 using a maximum freshwater anomaly of 0.45 Sv. (a) Atmospheric temperature, (b)
oceanic subsurface temperature, (c) surface (solid) and subsurface (dashed) density, and (d) sea ice fraction
in the northernmost box.

FIG. 4. Probability distribution of the North Atlantic transport for
two different values of the freshwater noise (left) 0.06 Sv and (right)
0.225 Sv. A mean freshwater forcing of 0.06 Sv is applied, such that
the system can operate close to the saddle-node bifurcation.

sea ice plays an important role in that it provides a
negative feedback (Paul and Schulz 2002) to the abrupt
strengthening of the North Atlantic THC. This has been
shown by performing a set of sensitivity experiments
(not shown) for which the sea ice fraction and depth
are assumed to be constant. In none of these experiments
was a millennial-scale oscillation observed using the
same stochastic and meltwater forcings as described ear-
lier.

4. Noise-induced transitions
Recently, Timmermann and Lohmann (2000) and

Monahan et al. (2002) proposed a new mechanism for
the destabilization of the THC. It was suggested that
stochastic buoyancy fluxes can lead to a destabilization
of the THC. In these studies the Stommel (1961) box
model was used in order to investigate how the inclusion
of noise affects the stationary modes of the THC. It
turned out that above a certain noise threshold for the
buoyancy fluxes, a collapse of the THC can be induced
by increasing the amplitude of the stochastic fluctua-
tions. This nonlinear effect can be understood in terms
of the concept of noise-induced transitions (NIT). Gen-
erally, a NIT occurs when the inclusion of a sufficient
amount of noise modifies the structure of the stationary
probability distribution qualitatively.
Here, we study whether the proposed concept of NIT

applies also to more complicated climate models such
as the one used here. Instead of modifying temperature
noise, as in Timmermann and Lohmann (2000), we
change the level of the annual mean freshwater noise s
from 0.06 to 0.225 Sv around a mean freshwater forcing
of 0.06 Sv. We transformed the timeseries for the sim-
ulated North Atlantic transports into normalized histo-
grams.
For small noise levels (see Fig. 4) we observe a nar-

row probability distribution centered around a stationary
THC transport state of ;17 Sv. It becomes broadened
and bimodal for intermediate noise levels (not shown).
For large noise amplitudes of around 0.225 Sv the prob-
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FIG. 1. Solid lines show North Atlantic transport as a function of
slowly modified freshwater flux (left) without stochastic forcing and
(right) with a stochastic freshwater component with an amplitude of
0.06 Sv. Transient simulations are performed in which the freshwater
flux is changed linearly at a rate of 0.001 Sv (1000 yr)21. Dashed
line at left shows transient simulations performed in which the fresh-
water flux is changed linearly at a rate of 0.01 Sv (1000 yr)21.

FIG. 2. Response of the North Atlantic transport to a 300-yr-long
North Atlantic meltwater pulse of varying amplitude (0.075, 0.3, and
0.45 Sv). The pulse starts in year 10 000. (left) Without stochastic
forcing, (right) with stochastic forcing of 0.06-Sv amplitude.

our model configuration, a 300-yr-long perturbation
with an amplitude of 0.45 Sv is sufficient to shut down
the North Atlantic THC for a few centuries. Comparable
shutdown periods were also found by Sakai and Peltier
(1996). During the shutdown, both the vertical density
gradients in the North Atlantic as well as the meridional
density gradients within the North Atlantic are zero.
This implies that the THC operates beyond the con-
vective and advective thresholds. The THC recovers
quickly, due to convective heating of the subsurface
ocean and a subsequent destabiliziation of the north-
ernmost Atlantic water column. In cases of small to
moderate freshwater perturbations the THC recovers
completely, whereas in the strong perturbation case the
THC equilibrates at a new transport level of about 9
Sv.

c. Meltwater pulse and noise

We repeated these experiments, with an additional
stochastic freshwater forcing applied to the oceanic sur-
face boxes. In this case the annual mean value for the
stochastic freshwater forcing amplitude amounts to 0.06
Sv. The resulting time series of the THC are shown in
Fig. 2 (right). We observe that the qualitative behavior
differs significantly from the deterministic meltwater
experiments: after a 300-yr-long meltwater pulse with
an amplitude of 0.45 Sv, an oscillation is excited that
is absent in the deterministic simulation. The timescale
of this oscillation is about 1600 yr and it involves THC
fluctuations of approximately 8 Sv. These experiments
reveal that freshwater injections of sufficient amplitude,
together with an appropriate freshwater noise level trig-
ger millennial-scale oscillations in our model.
The millennial-scale climate transitions simulated by

the stochastic meltwater experiments are further inves-
tigated by studying other physical quantities in the high-

latitude atmospheric and oceanic boxes. From Fig. 3 we
see that millennial-scale oscillations of the THC, as de-
picted in Fig. 2, are accompanied by dramatic atmo-
spheric temperature changes. Figure 3a reveals that the
temperature in the northernmost atmospheric box un-
dergoes rapid transitions from a very cold state to rel-
atively warm temperatures within less than 20 yr. The
January temperature range between ‘‘coldest’’ and
‘‘warmest’’ state amounts to about 2438 to 2138C. The
temperature range of annual mean data amounts to about
2178 to 238C and agrees favorably with stadial–inter-
stadial temperature differences reconstructed from the
Greenland summit ice cores (Severinghaus and Brook
1999; Lang et al. 1999). The rapid warmings are fol-
lowed by a slow cooling phase. The similaritiy with the
general pattern of the observed shorter Dansgaard–Oes-
chger cycles is apparent. These rapid atmosphericwarm-
ings are associated with spikes in the oceanic surface
temperature in the northern box (not shown). Such
spikes are related to strong convective events that vent
accumulated subsurface heat to the surface (see Fig. 3b).
This leads to the melting of sea ice (Fig. 3d.) and the
release of freshwater into the high-latitude oceanic box.
Eventually, the THC reduces and a polar halocline
builds as can be seen from the surface and subsurface
density time series in Fig. 3c. Slowly, due to diffusive
processes, the subsurface temperatures increase in the
North Atlantic (Fig. 3b). Once a buoyancy and, hence,
a vertical density gradient threshold value is exceeded
(see Figs. 3b,c), convection occurs suddenly and the
subsurface heat is vented again to the surface, thereby
closing one cycle. The characteristic timescale is de-
termined by the time diffusive processes need to desta-
bilize the polar halocline from below and another char-
acteristic time that depends, among other factors, on the
noise level.
The scenario described above bears many similarities

to the flip-flop oscillations discussed by Welander
(1986) and Pierce et al. (1995) and the deep-decoupling
mode described by Winton (1993). In our simulations

A box model 
study
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ocean temperature
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[77] Finally, let us mention a main limitation of this work,
namely the use of a single-hemisphere ocean basin. This
cannot correctly represent the geography of the North
Atlantic Ocean and so features such as exact latitude or
depth of a particular event cannot be credibly compared to
the geologic record. This of itself is of little consequence,
but perhaps more seriously, interhemispheric phenomena
cannot be modeled, and so one might argue the model is
seriously deficient. However, we may invert such reasoning,
and argue that the ability of the simple model to produce
reasonably realistic circulation has allowed the essential
mechanism to be extracted more easily, and further suggests
that interhemispheric variations, while certainly present in
the historical record, are a consequence and not a cause of a
mechanism that has its roots in the North Atlantic. A related
issue is that in some theoretical and numerical models of the
overturning circulation, an important role is played by the
wind forcing in the Antarctic Circumpolar Current
[Toggweiler and Samuels, 1998; Vallis, 2000]. However,
in addition to that wind, the presence of a source of dense
water in the North Atlantic is necessary to produce such a
circulation, and sea ice cover in the North Atlantic will
certainly affect this. In that case, of course, the value of the
diffusivity would play a lesser role. Clearly, the next step is
to use a more realistic model that allows interhemispheric
and even interbasin exchanges, for these are important
aspects of the real climate system.
[78] In summary, our results support the notion that the

overturning circulation of the ocean plays a significant role

in the variability of glacial climates. More specifically, we
suggest that cooling and the growth of sea ice and the
corresponding weakness and instability of the overturning
circulation are responsible for this variability, and we have
offered a mechanism whereby this may occur. The mecha-
nism is sufficient to explain the presence and some of the
properties of Dansgaard-Oeschger cycles during glacial
cycles and the relative stability of the Holocene.

Appendix A

[79] The equations for the four-box model are

Ocean salinity equations:

dSl
dt

¼ 3Mld
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Figure 13. Time series of atmospheric temperature in the e = 0.73 experiments without stochastic
forcing. There is less variability in the amplitude and period of the temperature oscillations when no
stochastic forcing is applied compared to oscillations with stochastic forcing.
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Figure 8. Time series of oceanic (red) and atmospheric (blue) meridional heat transport at (top) 50!N
and (center) 40!N. (bottom) Maximum overturning circulation in sverdrups (red) and sea ice thickness
(blue). The oceanic heat transport (red) increases over both warming cycles at 40!N, and the atmospheric
heat transport (blue) decreases. (top) The increase in meridional heat transport by the ocean is
accompanied by (bottom) an increase in mass transport by the ocean. The reduction in heat transport by
the atmosphere is associated with a reduction in the atmospheric temperature gradient (Figure 6). The
(top) 50!N location is near the sea ice edge where the meridional temperature gradient in the atmosphere
is very large.
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not critical. The only two debatable events are the Allerød
event (labelled A in Figure 1), not previously counted as a
DO event, and event 9, which is not accepted by the
algorithm as a DO event. By adapting the thresholds event
9 could be included, but with almost the same amplitude as
the Allerød it is much slower (2.80% warming in 312 years,
compared to 2.74% warming in 172 years). The Allerød
thus fits in with the other events, all faster than 200 years,
better than event 9. We used !T = 2% and !t = 200 years;
the events identified in this way are marked in Figure 1. The
numbering corresponds to the traditional numbering of
these events as they were identified by eye [Dansgaard et
al., 1993; Johnsen et al., 1992]. The algorithm identifies the
deglacial warming (the end of the Younger Dryas) as a DO
event; following an earlier suggestion [Rahmstorf, 2002]
this is labeled DO event 0.
[8] The timing of the events is defined as the time when

the d18O value is half way between the start value and the
peak value and is shown as red dots in Figure 1. (The
algorithm defines the start of an event as the first data point
of a pair that meets the criteria.) Table 1 provides a list of
DO events and their timings as found by the algorithm.
[9] The method was also applied to two higher resolution

data sets from GISP2, sampled at 1m intervals and at 20 yr
intervals. These data sets are ‘noisier’ (more short-term
fluctuations) and the algorithm as described above gives a
number of ‘false alarms’ (identifying additional DO events)
when applied unaltered to the higher resolution data. Mak-
ing the detection algorithm more complex to reject brief
fluctuations is one way to rectify this. Alternatively, the

unaltered simple detection criteria can be used on smoothed
versions of the higher resolution data. E.g., after applying a
simple 5-point running average on the 20-yr resolution data,
almost identical results are obtained as with the 2-m
sampled data. Nothing is gained in this way; we show the
results for the 2-m sampled time series here since this allows
the most simple data treatment without any filtering.
[10] Figure 1 includes lines spaced P = 1,470 years apart,

and it is apparent that most of the DO events fall very close
to these lines. Figure 2 shows the distance (in time) of each
event from such a line. For randomly timed events these
should be roughly randomly distributed between ±P/2. In
fact, 11 of the 13 events fall within ±10% of the full period,
the remaining two within 20%, and the standard deviation
of the 13 events is only 125 years (8% of the period). This is
the puzzling regularity in the timing of DO events that we
want to examine in more detail.
[11] When doing this, we have to keep in mind that the

phase and the period P of the cycle can be tuned to fit the
data, so that two degrees of freedom have been used up.
Different ways of deriving P from the data all result in
periods within a few years of 1,470 yr and hardly affect the
further results; for simplicity I have used the classical value
of P = 1,470 yr. The phase was chosen to reduce the mean
deviation of all 13 events to zero.
[12] The deviation di of each event i from ‘‘perfect

timing’’ (i.e., multiples of P) can be decomposed into three
components:

di ¼ dti þ dci þ ddi ; ð1Þ

Figure 1. The GISP2 climate record for the second half of the glacial. Dansgaard-Oeschger warming events found by the
objective detection algorithm are labeled with red flags. The grey vertical lines show 1,470-year spacing, small numbers at
the bottom count the number of 1,470-year periods from DO event 0.

Table 1. Listing of DO Events as Analyzed in This Study

Event number
Time

(years b.p.)
Cycles before

event 0
Deviation di

(years)

0 11,605 0 %45
A 13,073 1 %48
1 14,630 2 40
2 23,398 8 %12
3 27,821 11 1
4 29,021 12 %269
5 32,293 14 63
6 33,581 15 %119
7 35,270 16 100
8 38,387 18 277
10 41,143 20 93
11 42,537 21 17
12 45,362 23 %98

Figure 2. Time deviation di for each DO event from the
grey lines in Figure 1, labelled with event number.
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phase and the period P of the cycle can be tuned to fit the
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Figure 1. The GISP2 climate record for the second half of the glacial. Dansgaard-Oeschger warming events found by the
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Table 1. Listing of DO Events as Analyzed in This Study
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Cycles before
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Deviation di
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Figure 2. Time deviation di for each DO event from the
grey lines in Figure 1, labelled with event number.
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White et al. Stochastic Resonance and Falls

FIGURE 1 | Mechanism of stochastic resonance. (A) Sketch of a double well potential V(x). In this example, the values a and b are set to 2 and 0.5, respectively. The

minima are located at x = ±
q

a
b and are separated by a barrier potential 1V = a2

4b . (B) In the presence of periodic driving, the height of the potential barrier oscillates

through an antiphase lowering and raising of the wells. The cyclic variations are depicted in the cartoon. A suitable dose of noise (represented by the central white

noise plot) will allow the marble to hop to the globally stable state. (C) Typical curve of output performance versus input noise magnitude, for systems capable of

stochastic resonance. For small and large noise, the performance metric is very small, while some intermediate non-zero noise level provides optimal performance.

Panels A,B adapted from Gammaitoni et al. (1998).

as if this technique actively adapted the sensitivity of the sub-
optimal sensor. In that way, the system can maintain the same
responsiveness to hazardous situations. Therefore, shortening
reaction latencies through decreased information processing time
puts a system in better conditions to circumvent unwanted
e�ects, such as falls (Toledo et al., 2017).

Stochastic resonance can be applied to a range of physiological
systems. This technique has been shown to improve detection
of low tactile stimuli in the hand mechanoreceptors (Collins
et al., 2003; Moss, 2004; Stein et al., 2005; Trenado et al.,
2014c) and various motor functions (Richardson et al., 1998;
Kitajo et al., 2003; Aihara et al., 2008; Mulavara et al.,
2011; Trenado et al., 2014a). Furthermore, noisy (stochastic)
stimulation of the vestibular system has the potential to improve
motor functions (Pan et al., 2008; Samoudi et al., 2014; Lee
et al., 2015), postural stability (Pavlik et al., 1999; Pal et al.,
2009; Mulavara et al., 2011; Samoudi et al., 2014; Inukai
et al., 2018), may prevent orthostatic intolerance (symptoms
when standing upright) and cardiovascular responses (Soma
et al., 2003; Yamamoto et al., 2005; Tanaka et al., 2012), and
possibly also auments cognitive functions (Yamamoto et al.,
2005; Pan et al., 2008; Wilkinson et al., 2008; Kim et al.,
2013). Since stochastic resonance emerges in any threshold-
activated system, its e�ects may be relatively independent
of any underlying pathology a�ecting perceptual uncertainty
in sensory systems. All the above mentioned physiological

systems are relevant for maintaining a stable body balance.
While the e�ect of stochastic resonance may be small in
absolute terms, utilizing it in situations where margins are
important can lead to large benefits. The principle of system
enhancement by stochastic resonance is well documented, and
several small studies indicated improvements in more than
one domain of balance control during exposure to sensory
noise via di�erent sensory modalities (multisensory stochastic
resonance). However, this promising technique has thus far
only been tested in a limited number of patients and healthy
controls and for durations not exceeding 24 h. In the following
sections, we review in detail these e�ects and identify emerging
applications.

The Vestibular System
The technique of applying stochastic vestibular stimulation
instead of using a more traditional square-wave or sum of
sinewave signals is relatively new. Several studies have focused on
performance improvement with stochastic resonance applied on
the vestibular system such as body responses in posture, balance,
and gait (Fitzpatrick et al., 1996; Pavlik et al., 1999; Scinicariello
et al., 2002). In addition, stochastic vestibular stimulation at
imperceptible levels improves stability during balance tasks in
normal, healthy subjects (Mulavara et al., 2011, 2012). Similarly,
these stimulations also improve ocular stabilization reflexes in
response to whole-body tilt and postural balance performance on

Frontiers in Physiology | www.frontiersin.org 3 January 2019 | Volume 9 | Article 1865
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Fig. 1. The O isotope records from NGRIP and GISP on their stratigraphic time scales (Alley et al.,
1997; Andersen et al., 2006). The vertical bars are separated by 1470 years. The analysis focus on the
well defined fast onsets of DO events, which are the transitions from the stadial to the interstadial states.
Beginning at GIS0 the onset for the DO events are for the NGRIP GICC05 (GISP2) time scale: 11 700
(11 660); 13 130 (13 180); 14 680 (14 700); 23 340 (23 560); 27 780 (27 920); 28 900 (29 100); 32 500
(32 400); 33 740 (33 700); 35 480 (35 360); 38 220 (38 480); 40 160 (40 280); 41 460 (41 240). Ages are
b2k=BP+50 years.
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records from NGRIP (red) and GISP2 (blue) on the two dif-
ferent time scales.
The apparent regular timing suggests a periodic forcing

such as an hitherto undiscovered solar period, or a beat-
ing of several periodic forcings (Braun et al., 2005). This
hypothesis is, however, not supported by a comparison be-
tween the 10Be and the �

18O records from the GRIP icecore
(Muscheler and Beer, 2006). The regular timing is quite
striking but needs to be tested statistically. This is not com-
pletely straight forward. The general problem is that when
observing a pattern in a data set, the significance of the pat-
tern can be very difficult to assess a posterior unless the space
of possible outcomes for “striking patterns” is known.

3 Defining DO events

The starting point for the analysis is to decide on criteria
for defining DO events and determining the transition times.
This has previously been done in a variety of ways: The
“canonical” numbered DO were identified visually (Dans-
gaard et al., 1993), Schulz defined the DO events from a pos-
itive 2 permil anomaly in the 12 kyr high-pass filtered isotope
signal. By that DO9 is disregarded. Rahmstorf defines a cri-
terion of increase of 2 permil within 200 years on the 2-m
sampled record (approx. 100 years low-pass). In this way
DO9 is omitted and an event “A” in the Allerød period is
included (Rahmstorf, 2003). Alley et al. (2001) use a band-
pass procedure by which 43 events in the glacial period are
defined (Alley et al., 2001). Ditlevsen et al. (2005) defined
first upcrossings of an upper level following upcrossings of a
lower level as criterion. In this way the critical dependence
on the (arbitrary) low-pass filter and crossing levels is to a
large extent avoided (Ditlevsen et al., 2005). Using this cri-
terion several additional DO events are identified, such as

DO2 which is split into two separate events. Discussions of
the criteria for defining the DO events will be deferred to a
future publication. Here we simply apply our analysis to the
different proposed DO event series. The absolute (cumula-
tive) dating uncertainty for NGRIP (GICC05) is of the order
800 years at 40 kyr BP, while the uncertainty in the recur-
rence times is of the order 50 years. (Thus the last digit in the
dating is insignificant) (Andersen et al., 2006). The reported
dating uncertainty for GISP2 is approximately 1% down to
58 kyr BP, corresponding to approximately 20–50 years for
the recurrence times (Meese et al., 1997). We expect this
estimate to be somewhat optimistic (Svensson et al., 2006).

4 Measures of periodicity

We shall denote the identified time sequence for jumps
as ti , i=1, ..., N . A preferred periodicity in the time se-
quence can be detected by the Rayleigh’s R measure defined
as R(⌧ )=(1/N)|6j cos 2⇡ tj /⌧+i sin 2⇡ tj /⌧ |, where obvi-
ouslyR(⌧ ) 2 (0, 1) (Huybers andWunsch, 2005). This mea-
sure is easy to understand if we define the angles ✓i=2⇡ ti/⌧

and plot the angles on the unit circle. If the time sequence is
multiples of the time ⌧ modulo an (unknown) phase, all an-
gles will be located near the same point on the unit circle and
R(⌧ )⇡1 . On the contrary if the data points do not cluster on
the unit circle we have R(⌧ )⇡0.
A second measure of the periodicity is the “Standard de-

viation of residuals” (Std. dev. res.). The residuals are de-
fined as the distances of the data points from the (nearest)
location of a perfect periodic signal. The phase and pe-
riod of the periodic signal is chosen by optimization (Schulz,
2002). The measures were calculated for 5 cases, [1]: DO 0–
10, NGRIP timescale (NG), [2]: DO 0–10, GISP2 timescale
(G2), [3]: DO 0,A,1–8,10, NGRIP timescale (NG-DO9), [4]:
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records from NGRIP (red) and GISP2 (blue) on the two dif-
ferent time scales.
The apparent regular timing suggests a periodic forcing

such as an hitherto undiscovered solar period, or a beat-
ing of several periodic forcings (Braun et al., 2005). This
hypothesis is, however, not supported by a comparison be-
tween the 10Be and the �

18O records from the GRIP icecore
(Muscheler and Beer, 2006). The regular timing is quite
striking but needs to be tested statistically. This is not com-
pletely straight forward. The general problem is that when
observing a pattern in a data set, the significance of the pat-
tern can be very difficult to assess a posterior unless the space
of possible outcomes for “striking patterns” is known.

3 Defining DO events

The starting point for the analysis is to decide on criteria
for defining DO events and determining the transition times.
This has previously been done in a variety of ways: The
“canonical” numbered DO were identified visually (Dans-
gaard et al., 1993), Schulz defined the DO events from a pos-
itive 2 permil anomaly in the 12 kyr high-pass filtered isotope
signal. By that DO9 is disregarded. Rahmstorf defines a cri-
terion of increase of 2 permil within 200 years on the 2-m
sampled record (approx. 100 years low-pass). In this way
DO9 is omitted and an event “A” in the Allerød period is
included (Rahmstorf, 2003). Alley et al. (2001) use a band-
pass procedure by which 43 events in the glacial period are
defined (Alley et al., 2001). Ditlevsen et al. (2005) defined
first upcrossings of an upper level following upcrossings of a
lower level as criterion. In this way the critical dependence
on the (arbitrary) low-pass filter and crossing levels is to a
large extent avoided (Ditlevsen et al., 2005). Using this cri-
terion several additional DO events are identified, such as

DO2 which is split into two separate events. Discussions of
the criteria for defining the DO events will be deferred to a
future publication. Here we simply apply our analysis to the
different proposed DO event series. The absolute (cumula-
tive) dating uncertainty for NGRIP (GICC05) is of the order
800 years at 40 kyr BP, while the uncertainty in the recur-
rence times is of the order 50 years. (Thus the last digit in the
dating is insignificant) (Andersen et al., 2006). The reported
dating uncertainty for GISP2 is approximately 1% down to
58 kyr BP, corresponding to approximately 20–50 years for
the recurrence times (Meese et al., 1997). We expect this
estimate to be somewhat optimistic (Svensson et al., 2006).

4 Measures of periodicity

We shall denote the identified time sequence for jumps
as ti , i=1, ..., N . A preferred periodicity in the time se-
quence can be detected by the Rayleigh’s R measure defined
as R(⌧ )=(1/N)|6j cos 2⇡ tj /⌧+i sin 2⇡ tj /⌧ |, where obvi-
ouslyR(⌧ ) 2 (0, 1) (Huybers andWunsch, 2005). This mea-
sure is easy to understand if we define the angles ✓i=2⇡ ti/⌧

and plot the angles on the unit circle. If the time sequence is
multiples of the time ⌧ modulo an (unknown) phase, all an-
gles will be located near the same point on the unit circle and
R(⌧ )⇡1 . On the contrary if the data points do not cluster on
the unit circle we have R(⌧ )⇡0.
A second measure of the periodicity is the “Standard de-

viation of residuals” (Std. dev. res.). The residuals are de-
fined as the distances of the data points from the (nearest)
location of a perfect periodic signal. The phase and pe-
riod of the periodic signal is chosen by optimization (Schulz,
2002). The measures were calculated for 5 cases, [1]: DO 0–
10, NGRIP timescale (NG), [2]: DO 0–10, GISP2 timescale
(G2), [3]: DO 0,A,1–8,10, NGRIP timescale (NG-DO9), [4]:
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Fig. 2. The Rayleigh R test for the two records. The maximum is obtained for the period ⌧=1470 years. Left panel shows the timing of the
onsets tn plotted on the unit circle using the transformation ✓n=2⇡ tn/⌧ . The red dots represents the NGRIP dating (NG) while the blue dots
represents the GISP2 dating (G2). The segments of radians points at the mean phase, corresponding to the vertical bars in Fig. 1 (for NGRIP
dating).

DO 0,A,1–8,10–12, GISP2 timescale (G2–D09) (Rahmstorf,
2003), [5]: DO1c,1,2a,2b,3–10, NGRIP timescale (DKA-
2005) (Ditlevsen et al., 2005). DO0 refers to the transition
into the pre-boreal, while “A” is the Allerød event.
In Fig. 2, right panel, the value of R(⌧ ) as a function of ⌧

is shown for the two cases NG and G2. The period of 1470
years shows the largest value R=0.65 (R=0.72 for G2). The
angles with respect to the 1470 years period of the time se-
quence of DO-jumps are plotted on the unit circle in Fig. 2,
left panel. The mean phase is indicated by the radial line seg-
ments, the length is equal to R(1470 years). The mean phase
defines the vertical lines plotted in Fig. 1 (for the NGRIP
time scale).
The Rayleigh R and the Std. dev. res. for the records are

listed in Table 1. Omitting DO9 as proposed by Rahmstorf
(Rahmstorf, 2003) makes a big difference for the GISP2 dat-
ing, but not for the NGRIP dating.

5 Significance of period

The next, and necessary, step in the analysis is to test the
significance of the periodicity found in the data. This can
only be done by assuming a test-model generating the data.
Given such a model, we may choose any measure derived
from the data, xd to compare with the same measure derived
from similar realizations of the test-model, xm. The null-
hypothesis is then that the data series is a specific realization
of the model. It is important to note that a null hypothesis
can only be rejected and not confirmed. That is, the value
of the chosen measure for the data may well be within the
high likelihood region for the model, but this does not prove
that the data cannot be generated from another (competing)

Table 1. The Rayleigh R and the Std. dev. of residuals for the 5
cases: NG: DO 0–10, NGRIP timescale, G2: DO 0–10, GISP2
timescale, NG-D09: DO 0,A,1–8,10, NGRIP timescale, G2-D09:
DO 0,A,1–8,10–12, GISP2 timescale (Rahmstorf, 2003), DKA-
2005: DO1c,1,2a,2b,3–10, NGRIP timescale (Ditlevsen, Kristensen
and Andersen,2005). Note that the case G2-D09 is remarkably more
periodic than the other 4 cases.

Rayleigh R Std. dev. res.

NG 0.65 0.92
G2 0.72 0.80

NG-D09 0.73 1.01
G2-D09 0.87 0.65
DKA-2005 0.60 0.94

model with same high likelihood for the chosen measure. On
the contrary, only if the measure for the data falls within a
low likelihood region, say with probability-measure p⌧1,
the model can be rejected with probability 1�p.

6 Model 1: Exponential distribution

The simplest possible model which can be chosen for the sta-
tistical test is that the DO-events occur randomly, without a
memory, on the millennial time scale. This is described by
an exponential distribution for the waiting times correspond-
ing to a Poisson process. The mean waiting time can be as-
sumed to be 2800 years. This is obtained as an estimate from
the mean waiting times for 14 DO-events in the period 10–
50 kyr. This is also the estimate obtained from the best fit to

www.clim-past.net/3/129/2007/ Clim. Past, 3, 129–134, 2007
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The apparent regular timing suggests a periodic forcing

such as an hitherto undiscovered solar period, or a beat-
ing of several periodic forcings (Braun et al., 2005). This
hypothesis is, however, not supported by a comparison be-
tween the 10Be and the �

18O records from the GRIP icecore
(Muscheler and Beer, 2006). The regular timing is quite
striking but needs to be tested statistically. This is not com-
pletely straight forward. The general problem is that when
observing a pattern in a data set, the significance of the pat-
tern can be very difficult to assess a posterior unless the space
of possible outcomes for “striking patterns” is known.

3 Defining DO events

The starting point for the analysis is to decide on criteria
for defining DO events and determining the transition times.
This has previously been done in a variety of ways: The
“canonical” numbered DO were identified visually (Dans-
gaard et al., 1993), Schulz defined the DO events from a pos-
itive 2 permil anomaly in the 12 kyr high-pass filtered isotope
signal. By that DO9 is disregarded. Rahmstorf defines a cri-
terion of increase of 2 permil within 200 years on the 2-m
sampled record (approx. 100 years low-pass). In this way
DO9 is omitted and an event “A” in the Allerød period is
included (Rahmstorf, 2003). Alley et al. (2001) use a band-
pass procedure by which 43 events in the glacial period are
defined (Alley et al., 2001). Ditlevsen et al. (2005) defined
first upcrossings of an upper level following upcrossings of a
lower level as criterion. In this way the critical dependence
on the (arbitrary) low-pass filter and crossing levels is to a
large extent avoided (Ditlevsen et al., 2005). Using this cri-
terion several additional DO events are identified, such as

DO2 which is split into two separate events. Discussions of
the criteria for defining the DO events will be deferred to a
future publication. Here we simply apply our analysis to the
different proposed DO event series. The absolute (cumula-
tive) dating uncertainty for NGRIP (GICC05) is of the order
800 years at 40 kyr BP, while the uncertainty in the recur-
rence times is of the order 50 years. (Thus the last digit in the
dating is insignificant) (Andersen et al., 2006). The reported
dating uncertainty for GISP2 is approximately 1% down to
58 kyr BP, corresponding to approximately 20–50 years for
the recurrence times (Meese et al., 1997). We expect this
estimate to be somewhat optimistic (Svensson et al., 2006).

4 Measures of periodicity

We shall denote the identified time sequence for jumps
as ti , i=1, ..., N . A preferred periodicity in the time se-
quence can be detected by the Rayleigh’s R measure defined
as R(⌧ )=(1/N)|6j cos 2⇡ tj /⌧+i sin 2⇡ tj /⌧ |, where obvi-
ouslyR(⌧ ) 2 (0, 1) (Huybers andWunsch, 2005). This mea-
sure is easy to understand if we define the angles ✓i=2⇡ ti/⌧

and plot the angles on the unit circle. If the time sequence is
multiples of the time ⌧ modulo an (unknown) phase, all an-
gles will be located near the same point on the unit circle and
R(⌧ )⇡1 . On the contrary if the data points do not cluster on
the unit circle we have R(⌧ )⇡0.
A second measure of the periodicity is the “Standard de-

viation of residuals” (Std. dev. res.). The residuals are de-
fined as the distances of the data points from the (nearest)
location of a perfect periodic signal. The phase and pe-
riod of the periodic signal is chosen by optimization (Schulz,
2002). The measures were calculated for 5 cases, [1]: DO 0–
10, NGRIP timescale (NG), [2]: DO 0–10, GISP2 timescale
(G2), [3]: DO 0,A,1–8,10, NGRIP timescale (NG-DO9), [4]:
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Fig. 2. The Rayleigh R test for the two records. The maximum is obtained for the period ⌧=1470 years. Left panel shows the timing of the
onsets tn plotted on the unit circle using the transformation ✓n=2⇡ tn/⌧ . The red dots represents the NGRIP dating (NG) while the blue dots
represents the GISP2 dating (G2). The segments of radians points at the mean phase, corresponding to the vertical bars in Fig. 1 (for NGRIP
dating).

DO 0,A,1–8,10–12, GISP2 timescale (G2–D09) (Rahmstorf,
2003), [5]: DO1c,1,2a,2b,3–10, NGRIP timescale (DKA-
2005) (Ditlevsen et al., 2005). DO0 refers to the transition
into the pre-boreal, while “A” is the Allerød event.
In Fig. 2, right panel, the value of R(⌧ ) as a function of ⌧

is shown for the two cases NG and G2. The period of 1470
years shows the largest value R=0.65 (R=0.72 for G2). The
angles with respect to the 1470 years period of the time se-
quence of DO-jumps are plotted on the unit circle in Fig. 2,
left panel. The mean phase is indicated by the radial line seg-
ments, the length is equal to R(1470 years). The mean phase
defines the vertical lines plotted in Fig. 1 (for the NGRIP
time scale).
The Rayleigh R and the Std. dev. res. for the records are

listed in Table 1. Omitting DO9 as proposed by Rahmstorf
(Rahmstorf, 2003) makes a big difference for the GISP2 dat-
ing, but not for the NGRIP dating.

5 Significance of period

The next, and necessary, step in the analysis is to test the
significance of the periodicity found in the data. This can
only be done by assuming a test-model generating the data.
Given such a model, we may choose any measure derived
from the data, xd to compare with the same measure derived
from similar realizations of the test-model, xm. The null-
hypothesis is then that the data series is a specific realization
of the model. It is important to note that a null hypothesis
can only be rejected and not confirmed. That is, the value
of the chosen measure for the data may well be within the
high likelihood region for the model, but this does not prove
that the data cannot be generated from another (competing)

Table 1. The Rayleigh R and the Std. dev. of residuals for the 5
cases: NG: DO 0–10, NGRIP timescale, G2: DO 0–10, GISP2
timescale, NG-D09: DO 0,A,1–8,10, NGRIP timescale, G2-D09:
DO 0,A,1–8,10–12, GISP2 timescale (Rahmstorf, 2003), DKA-
2005: DO1c,1,2a,2b,3–10, NGRIP timescale (Ditlevsen, Kristensen
and Andersen,2005). Note that the case G2-D09 is remarkably more
periodic than the other 4 cases.

Rayleigh R Std. dev. res.

NG 0.65 0.92
G2 0.72 0.80

NG-D09 0.73 1.01
G2-D09 0.87 0.65
DKA-2005 0.60 0.94

model with same high likelihood for the chosen measure. On
the contrary, only if the measure for the data falls within a
low likelihood region, say with probability-measure p⌧1,
the model can be rejected with probability 1�p.

6 Model 1: Exponential distribution

The simplest possible model which can be chosen for the sta-
tistical test is that the DO-events occur randomly, without a
memory, on the millennial time scale. This is described by
an exponential distribution for the waiting times correspond-
ing to a Poisson process. The mean waiting time can be as-
sumed to be 2800 years. This is obtained as an estimate from
the mean waiting times for 14 DO-events in the period 10–
50 kyr. This is also the estimate obtained from the best fit to

www.clim-past.net/3/129/2007/ Clim. Past, 3, 129–134, 2007

tj = DO times

red dots: old NGRIP dating 
blue: new GISP2 dating
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R(τ) = (1/N) |Σj cos(2πtj /τ) + i sin(2πtj /τ) |

θn = 2πtn/τ
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Fig. 3. Panels (A) and (B): By Monte Carlo an ensemble of 1000 realizations of waiting times in a 40 kyr period has been generated from
an exponential distribution with mean waiting time of 2800 years, corresponding to 14 DO-events in 40 kyr. This gives probability densities
for the maximal Rayleigh’s R(⌧ ) in the range 500 yr<⌧<5000 yr and for the “Standard deviation of residual” (see text). The red bars give
the values for the ice-core records (see text). The blue bars are 90% (dashed) and 99% (full) confidence levels. Panels (C) and (D): Same as
panels (A) and (B), where now the distribution functions are obtained for a perfect 1470 year periodic signal subject to a dating error taken
to be a gaussian with standard deviation of 100 years. Panels (E) and (F): Same as panels (A) and (B), with distribution functions obtained
from stochastic resonance models with period of 1470 years. From light to dark green the model parameters are: a=0.1, 0.2, 0.4 and �=0.38,
0.35, 0.27 (see text), which generates on average 11 DO-events in 31 kyr. The important difference from the case shown in the panels above
is that the Rayleigh’s R and Std. dev. of residual in this case are calculated for the fixed period of 1470 yr. The red bars are ice-core data
as above. The gray curves are the distributions for the exponential model repeated from the top panels. This shows that the SR model with
a=0.1 cannot be identified in a sample, since spurious coincidental periodicities will give a better match to the data than the 1470 yr cycle.
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1. gray: random simulations: an exponential distribution w/avg wait time of 2800 yrs  
2. blue: (dash) 90% and (solid) 99% of random simulations 
3. red: Greenland data, different date models; also: G2-D09: removing event #9
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problem 1: new dating/ data does not 
seem to have 1470 periodicity

Precise D/O clock?! Every 1470 years? — probably not… 130 P. D. Ditlevsen et al.: The DO-climate events are noise induced

Fig. 1. The O isotope records from NGRIP and GISP on their stratigraphic time scales (Alley et al.,
1997; Andersen et al., 2006). The vertical bars are separated by 1470 years. The analysis focus on the
well defined fast onsets of DO events, which are the transitions from the stadial to the interstadial states.
Beginning at GIS0 the onset for the DO events are for the NGRIP GICC05 (GISP2) time scale: 11 700
(11 660); 13 130 (13 180); 14 680 (14 700); 23 340 (23 560); 27 780 (27 920); 28 900 (29 100); 32 500
(32 400); 33 740 (33 700); 35 480 (35 360); 38 220 (38 480); 40 160 (40 280); 41 460 (41 240). Ages are
b2k=BP+50 years.

12

Fig. 1. The �
18O isotope records from NGRIP and GISP on their stratigraphic time scales (Alley et al., 1997; Andersen et al., 2006). The

vertical bars are separated by 1470 years. The analysis focus on the well defined fast onsets of DO events, which are the transitions from
the stadial to the interstadial states. Beginning at GIS0 the onset for the DO events are for the NGRIP GICC05 (GISP2) time scale: 11 700
(11 660); 13 130 (13 180); 14 680 (14 700); 23 340 (23 560); 27 780 (27 920); 28 900 (29 100); 32 500 (32 400); 33 740 (33 700); 35 480
(35 360); 38 220 (38 480); 40 160 (40 280); 41 460 (41 240). Ages are b2k=BP+50 years.

records from NGRIP (red) and GISP2 (blue) on the two dif-
ferent time scales.
The apparent regular timing suggests a periodic forcing

such as an hitherto undiscovered solar period, or a beat-
ing of several periodic forcings (Braun et al., 2005). This
hypothesis is, however, not supported by a comparison be-
tween the 10Be and the �

18O records from the GRIP icecore
(Muscheler and Beer, 2006). The regular timing is quite
striking but needs to be tested statistically. This is not com-
pletely straight forward. The general problem is that when
observing a pattern in a data set, the significance of the pat-
tern can be very difficult to assess a posterior unless the space
of possible outcomes for “striking patterns” is known.

3 Defining DO events

The starting point for the analysis is to decide on criteria
for defining DO events and determining the transition times.
This has previously been done in a variety of ways: The
“canonical” numbered DO were identified visually (Dans-
gaard et al., 1993), Schulz defined the DO events from a pos-
itive 2 permil anomaly in the 12 kyr high-pass filtered isotope
signal. By that DO9 is disregarded. Rahmstorf defines a cri-
terion of increase of 2 permil within 200 years on the 2-m
sampled record (approx. 100 years low-pass). In this way
DO9 is omitted and an event “A” in the Allerød period is
included (Rahmstorf, 2003). Alley et al. (2001) use a band-
pass procedure by which 43 events in the glacial period are
defined (Alley et al., 2001). Ditlevsen et al. (2005) defined
first upcrossings of an upper level following upcrossings of a
lower level as criterion. In this way the critical dependence
on the (arbitrary) low-pass filter and crossing levels is to a
large extent avoided (Ditlevsen et al., 2005). Using this cri-
terion several additional DO events are identified, such as

DO2 which is split into two separate events. Discussions of
the criteria for defining the DO events will be deferred to a
future publication. Here we simply apply our analysis to the
different proposed DO event series. The absolute (cumula-
tive) dating uncertainty for NGRIP (GICC05) is of the order
800 years at 40 kyr BP, while the uncertainty in the recur-
rence times is of the order 50 years. (Thus the last digit in the
dating is insignificant) (Andersen et al., 2006). The reported
dating uncertainty for GISP2 is approximately 1% down to
58 kyr BP, corresponding to approximately 20–50 years for
the recurrence times (Meese et al., 1997). We expect this
estimate to be somewhat optimistic (Svensson et al., 2006).

4 Measures of periodicity

We shall denote the identified time sequence for jumps
as ti , i=1, ..., N . A preferred periodicity in the time se-
quence can be detected by the Rayleigh’s R measure defined
as R(⌧ )=(1/N)|6j cos 2⇡ tj /⌧+i sin 2⇡ tj /⌧ |, where obvi-
ouslyR(⌧ ) 2 (0, 1) (Huybers andWunsch, 2005). This mea-
sure is easy to understand if we define the angles ✓i=2⇡ ti/⌧

and plot the angles on the unit circle. If the time sequence is
multiples of the time ⌧ modulo an (unknown) phase, all an-
gles will be located near the same point on the unit circle and
R(⌧ )⇡1 . On the contrary if the data points do not cluster on
the unit circle we have R(⌧ )⇡0.
A second measure of the periodicity is the “Standard de-

viation of residuals” (Std. dev. res.). The residuals are de-
fined as the distances of the data points from the (nearest)
location of a perfect periodic signal. The phase and pe-
riod of the periodic signal is chosen by optimization (Schulz,
2002). The measures were calculated for 5 cases, [1]: DO 0–
10, NGRIP timescale (NG), [2]: DO 0–10, GISP2 timescale
(G2), [3]: DO 0,A,1–8,10, NGRIP timescale (NG-DO9), [4]:
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Fig. 2. The Rayleigh R test for the two records. The maximum is obtained for the period
years. Left panel shows the timing of the onsets plotted on the unit circle using the transformation

. The red dots represents the NGRIP dating (NG) while the blue dots represents the GISP2
dating (G2). The segments of radians points at the mean phase, corresponding to the vertical bars in
Fig. 1 (for NGRIP dating).
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Fig. 2. The Rayleigh R test for the two records. The maximum is obtained for the period ⌧=1470 years. Left panel shows the timing of the
onsets tn plotted on the unit circle using the transformation ✓n=2⇡ tn/⌧ . The red dots represents the NGRIP dating (NG) while the blue dots
represents the GISP2 dating (G2). The segments of radians points at the mean phase, corresponding to the vertical bars in Fig. 1 (for NGRIP
dating).

DO 0,A,1–8,10–12, GISP2 timescale (G2–D09) (Rahmstorf,
2003), [5]: DO1c,1,2a,2b,3–10, NGRIP timescale (DKA-
2005) (Ditlevsen et al., 2005). DO0 refers to the transition
into the pre-boreal, while “A” is the Allerød event.
In Fig. 2, right panel, the value of R(⌧ ) as a function of ⌧

is shown for the two cases NG and G2. The period of 1470
years shows the largest value R=0.65 (R=0.72 for G2). The
angles with respect to the 1470 years period of the time se-
quence of DO-jumps are plotted on the unit circle in Fig. 2,
left panel. The mean phase is indicated by the radial line seg-
ments, the length is equal to R(1470 years). The mean phase
defines the vertical lines plotted in Fig. 1 (for the NGRIP
time scale).
The Rayleigh R and the Std. dev. res. for the records are

listed in Table 1. Omitting DO9 as proposed by Rahmstorf
(Rahmstorf, 2003) makes a big difference for the GISP2 dat-
ing, but not for the NGRIP dating.

5 Significance of period

The next, and necessary, step in the analysis is to test the
significance of the periodicity found in the data. This can
only be done by assuming a test-model generating the data.
Given such a model, we may choose any measure derived
from the data, xd to compare with the same measure derived
from similar realizations of the test-model, xm. The null-
hypothesis is then that the data series is a specific realization
of the model. It is important to note that a null hypothesis
can only be rejected and not confirmed. That is, the value
of the chosen measure for the data may well be within the
high likelihood region for the model, but this does not prove
that the data cannot be generated from another (competing)

Table 1. The Rayleigh R and the Std. dev. of residuals for the 5
cases: NG: DO 0–10, NGRIP timescale, G2: DO 0–10, GISP2
timescale, NG-D09: DO 0,A,1–8,10, NGRIP timescale, G2-D09:
DO 0,A,1–8,10–12, GISP2 timescale (Rahmstorf, 2003), DKA-
2005: DO1c,1,2a,2b,3–10, NGRIP timescale (Ditlevsen, Kristensen
and Andersen,2005). Note that the case G2-D09 is remarkably more
periodic than the other 4 cases.

Rayleigh R Std. dev. res.

NG 0.65 0.92
G2 0.72 0.80

NG-D09 0.73 1.01
G2-D09 0.87 0.65
DKA-2005 0.60 0.94

model with same high likelihood for the chosen measure. On
the contrary, only if the measure for the data falls within a
low likelihood region, say with probability-measure p⌧1,
the model can be rejected with probability 1�p.

6 Model 1: Exponential distribution

The simplest possible model which can be chosen for the sta-
tistical test is that the DO-events occur randomly, without a
memory, on the millennial time scale. This is described by
an exponential distribution for the waiting times correspond-
ing to a Poisson process. The mean waiting time can be as-
sumed to be 2800 years. This is obtained as an estimate from
the mean waiting times for 14 DO-events in the period 10–
50 kyr. This is also the estimate obtained from the best fit to

www.clim-past.net/3/129/2007/ Clim. Past, 3, 129–134, 2007

tj = DO times

red dots: old NGRIP dating 
blue: new GISP2 dating

Fig 2a

R(τ) = (1/N) |Σj cos(2πtj /τ) + i sin(2πtj /τ) |

θn = 2πtn/τ
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Fig. 3. Panels (A) and (B): By Monte Carlo an ensemble of 1000 realizations of waiting times in a 40 kyr period has been generated from
an exponential distribution with mean waiting time of 2800 years, corresponding to 14 DO-events in 40 kyr. This gives probability densities
for the maximal Rayleigh’s R(⌧ ) in the range 500 yr<⌧<5000 yr and for the “Standard deviation of residual” (see text). The red bars give
the values for the ice-core records (see text). The blue bars are 90% (dashed) and 99% (full) confidence levels. Panels (C) and (D): Same as
panels (A) and (B), where now the distribution functions are obtained for a perfect 1470 year periodic signal subject to a dating error taken
to be a gaussian with standard deviation of 100 years. Panels (E) and (F): Same as panels (A) and (B), with distribution functions obtained
from stochastic resonance models with period of 1470 years. From light to dark green the model parameters are: a=0.1, 0.2, 0.4 and �=0.38,
0.35, 0.27 (see text), which generates on average 11 DO-events in 31 kyr. The important difference from the case shown in the panels above
is that the Rayleigh’s R and Std. dev. of residual in this case are calculated for the fixed period of 1470 yr. The red bars are ice-core data
as above. The gray curves are the distributions for the exponential model repeated from the top panels. This shows that the SR model with
a=0.1 cannot be identified in a sample, since spurious coincidental periodicities will give a better match to the data than the 1470 yr cycle.

Clim. Past, 3, 129–134, 2007 www.clim-past.net/3/129/2007/

1. gray: random simulations: an exponential distribution w/avg wait time of 2800 yrs  
2. blue: (dash) 90% and (solid) 99% of random simulations 
3. red: Greenland data, different date models; also: G2-D09: removing event #9

Fig 3a
x-axis: R(tau)“Data fall within high likelihood region of the exponential distribution. 

Thus no basis for rejecting hypothesis of [random] data. An 

exception is the curio
us case of GISP2 dating w/o [event] DO9, 

where random model can be rejected at the 99% confidence level.”
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Fig. 3. Panels (A) and (B): By Monte Carlo an ensemble of 1000 realizations of waiting times in a 40 kyr period has been generated from
an exponential distribution with mean waiting time of 2800 years, corresponding to 14 DO-events in 40 kyr. This gives probability densities
for the maximal Rayleigh’s R(⌧ ) in the range 500 yr<⌧<5000 yr and for the “Standard deviation of residual” (see text). The red bars give
the values for the ice-core records (see text). The blue bars are 90% (dashed) and 99% (full) confidence levels. Panels (C) and (D): Same as
panels (A) and (B), where now the distribution functions are obtained for a perfect 1470 year periodic signal subject to a dating error taken
to be a gaussian with standard deviation of 100 years. Panels (E) and (F): Same as panels (A) and (B), with distribution functions obtained
from stochastic resonance models with period of 1470 years. From light to dark green the model parameters are: a=0.1, 0.2, 0.4 and �=0.38,
0.35, 0.27 (see text), which generates on average 11 DO-events in 31 kyr. The important difference from the case shown in the panels above
is that the Rayleigh’s R and Std. dev. of residual in this case are calculated for the fixed period of 1470 yr. The red bars are ice-core data
as above. The gray curves are the distributions for the exponential model repeated from the top panels. This shows that the SR model with
a=0.1 cannot be identified in a sample, since spurious coincidental periodicities will give a better match to the data than the 1470 yr cycle.
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Fig. 1. The O isotope records from NGRIP and GISP on their stratigraphic time scales (Alley et al.,
1997; Andersen et al., 2006). The vertical bars are separated by 1470 years. The analysis focus on the
well defined fast onsets of DO events, which are the transitions from the stadial to the interstadial states.
Beginning at GIS0 the onset for the DO events are for the NGRIP GICC05 (GISP2) time scale: 11 700
(11 660); 13 130 (13 180); 14 680 (14 700); 23 340 (23 560); 27 780 (27 920); 28 900 (29 100); 32 500
(32 400); 33 740 (33 700); 35 480 (35 360); 38 220 (38 480); 40 160 (40 280); 41 460 (41 240). Ages are
b2k=BP+50 years.
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Fig. 1. The �
18O isotope records from NGRIP and GISP on their stratigraphic time scales (Alley et al., 1997; Andersen et al., 2006). The

vertical bars are separated by 1470 years. The analysis focus on the well defined fast onsets of DO events, which are the transitions from
the stadial to the interstadial states. Beginning at GIS0 the onset for the DO events are for the NGRIP GICC05 (GISP2) time scale: 11 700
(11 660); 13 130 (13 180); 14 680 (14 700); 23 340 (23 560); 27 780 (27 920); 28 900 (29 100); 32 500 (32 400); 33 740 (33 700); 35 480
(35 360); 38 220 (38 480); 40 160 (40 280); 41 460 (41 240). Ages are b2k=BP+50 years.

records from NGRIP (red) and GISP2 (blue) on the two dif-
ferent time scales.
The apparent regular timing suggests a periodic forcing

such as an hitherto undiscovered solar period, or a beat-
ing of several periodic forcings (Braun et al., 2005). This
hypothesis is, however, not supported by a comparison be-
tween the 10Be and the �

18O records from the GRIP icecore
(Muscheler and Beer, 2006). The regular timing is quite
striking but needs to be tested statistically. This is not com-
pletely straight forward. The general problem is that when
observing a pattern in a data set, the significance of the pat-
tern can be very difficult to assess a posterior unless the space
of possible outcomes for “striking patterns” is known.

3 Defining DO events

The starting point for the analysis is to decide on criteria
for defining DO events and determining the transition times.
This has previously been done in a variety of ways: The
“canonical” numbered DO were identified visually (Dans-
gaard et al., 1993), Schulz defined the DO events from a pos-
itive 2 permil anomaly in the 12 kyr high-pass filtered isotope
signal. By that DO9 is disregarded. Rahmstorf defines a cri-
terion of increase of 2 permil within 200 years on the 2-m
sampled record (approx. 100 years low-pass). In this way
DO9 is omitted and an event “A” in the Allerød period is
included (Rahmstorf, 2003). Alley et al. (2001) use a band-
pass procedure by which 43 events in the glacial period are
defined (Alley et al., 2001). Ditlevsen et al. (2005) defined
first upcrossings of an upper level following upcrossings of a
lower level as criterion. In this way the critical dependence
on the (arbitrary) low-pass filter and crossing levels is to a
large extent avoided (Ditlevsen et al., 2005). Using this cri-
terion several additional DO events are identified, such as

DO2 which is split into two separate events. Discussions of
the criteria for defining the DO events will be deferred to a
future publication. Here we simply apply our analysis to the
different proposed DO event series. The absolute (cumula-
tive) dating uncertainty for NGRIP (GICC05) is of the order
800 years at 40 kyr BP, while the uncertainty in the recur-
rence times is of the order 50 years. (Thus the last digit in the
dating is insignificant) (Andersen et al., 2006). The reported
dating uncertainty for GISP2 is approximately 1% down to
58 kyr BP, corresponding to approximately 20–50 years for
the recurrence times (Meese et al., 1997). We expect this
estimate to be somewhat optimistic (Svensson et al., 2006).

4 Measures of periodicity

We shall denote the identified time sequence for jumps
as ti , i=1, ..., N . A preferred periodicity in the time se-
quence can be detected by the Rayleigh’s R measure defined
as R(⌧ )=(1/N)|6j cos 2⇡ tj /⌧+i sin 2⇡ tj /⌧ |, where obvi-
ouslyR(⌧ ) 2 (0, 1) (Huybers andWunsch, 2005). This mea-
sure is easy to understand if we define the angles ✓i=2⇡ ti/⌧

and plot the angles on the unit circle. If the time sequence is
multiples of the time ⌧ modulo an (unknown) phase, all an-
gles will be located near the same point on the unit circle and
R(⌧ )⇡1 . On the contrary if the data points do not cluster on
the unit circle we have R(⌧ )⇡0.
A second measure of the periodicity is the “Standard de-

viation of residuals” (Std. dev. res.). The residuals are de-
fined as the distances of the data points from the (nearest)
location of a perfect periodic signal. The phase and pe-
riod of the periodic signal is chosen by optimization (Schulz,
2002). The measures were calculated for 5 cases, [1]: DO 0–
10, NGRIP timescale (NG), [2]: DO 0–10, GISP2 timescale
(G2), [3]: DO 0,A,1–8,10, NGRIP timescale (NG-DO9), [4]:
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Fig. 2. The Rayleigh R test for the two records. The maximum is obtained for the period ⌧=1470 years. Left panel shows the timing of the
onsets tn plotted on the unit circle using the transformation ✓n=2⇡ tn/⌧ . The red dots represents the NGRIP dating (NG) while the blue dots
represents the GISP2 dating (G2). The segments of radians points at the mean phase, corresponding to the vertical bars in Fig. 1 (for NGRIP
dating).

DO 0,A,1–8,10–12, GISP2 timescale (G2–D09) (Rahmstorf,
2003), [5]: DO1c,1,2a,2b,3–10, NGRIP timescale (DKA-
2005) (Ditlevsen et al., 2005). DO0 refers to the transition
into the pre-boreal, while “A” is the Allerød event.
In Fig. 2, right panel, the value of R(⌧ ) as a function of ⌧

is shown for the two cases NG and G2. The period of 1470
years shows the largest value R=0.65 (R=0.72 for G2). The
angles with respect to the 1470 years period of the time se-
quence of DO-jumps are plotted on the unit circle in Fig. 2,
left panel. The mean phase is indicated by the radial line seg-
ments, the length is equal to R(1470 years). The mean phase
defines the vertical lines plotted in Fig. 1 (for the NGRIP
time scale).
The Rayleigh R and the Std. dev. res. for the records are

listed in Table 1. Omitting DO9 as proposed by Rahmstorf
(Rahmstorf, 2003) makes a big difference for the GISP2 dat-
ing, but not for the NGRIP dating.

5 Significance of period

The next, and necessary, step in the analysis is to test the
significance of the periodicity found in the data. This can
only be done by assuming a test-model generating the data.
Given such a model, we may choose any measure derived
from the data, xd to compare with the same measure derived
from similar realizations of the test-model, xm. The null-
hypothesis is then that the data series is a specific realization
of the model. It is important to note that a null hypothesis
can only be rejected and not confirmed. That is, the value
of the chosen measure for the data may well be within the
high likelihood region for the model, but this does not prove
that the data cannot be generated from another (competing)

Table 1. The Rayleigh R and the Std. dev. of residuals for the 5
cases: NG: DO 0–10, NGRIP timescale, G2: DO 0–10, GISP2
timescale, NG-D09: DO 0,A,1–8,10, NGRIP timescale, G2-D09:
DO 0,A,1–8,10–12, GISP2 timescale (Rahmstorf, 2003), DKA-
2005: DO1c,1,2a,2b,3–10, NGRIP timescale (Ditlevsen, Kristensen
and Andersen,2005). Note that the case G2-D09 is remarkably more
periodic than the other 4 cases.

Rayleigh R Std. dev. res.

NG 0.65 0.92
G2 0.72 0.80

NG-D09 0.73 1.01
G2-D09 0.87 0.65
DKA-2005 0.60 0.94

model with same high likelihood for the chosen measure. On
the contrary, only if the measure for the data falls within a
low likelihood region, say with probability-measure p⌧1,
the model can be rejected with probability 1�p.

6 Model 1: Exponential distribution

The simplest possible model which can be chosen for the sta-
tistical test is that the DO-events occur randomly, without a
memory, on the millennial time scale. This is described by
an exponential distribution for the waiting times correspond-
ing to a Poisson process. The mean waiting time can be as-
sumed to be 2800 years. This is obtained as an estimate from
the mean waiting times for 14 DO-events in the period 10–
50 kyr. This is also the estimate obtained from the best fit to

www.clim-past.net/3/129/2007/ Clim. Past, 3, 129–134, 2007
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soon history with the oxygen isotopic com-
position of speleothem calcite, which has key
advantages over many archives of past con-
ditions. Well-chosen inorganic calcite can be
dated precisely (8, 9) with mass spectromet-
ric 230Th methods (10). Speleothems may
form continuously for tens of thousands of
years and can be sampled at high resolution
for dating and !18O analysis.

We collected five stalagmites from 35 m
depth in Hulu Cave, 28 km east of Nanjing
(32°30"N,119°10"E). We halved samples
along growth axes and sub-sampled on cut
surfaces for 230Th dating by thermal ioniza-
tion (10) and inductively coupled plasma
mass spectroscopy (11, 12) and !18O analysis
(13). Fifty-nine 230Th dates (Fig. 1) (14), all
in stratigraphic order, have analytical errors
equivalent to about #150 years at 10,000
years and #400 years at 60,000 years. The
oldest age is 74,875 # 1,010 yr. B.P. (relative
to 1950 A.D.) and the youngest is 10,933
#160 yr. B.P., with at least one stalagmite
active during all intervening times. Sample
YT has visible banding throughout, and three
230Th ages with errors of #60 to #90 years.
Numbers of bands are equal to differences in
age between dated sub-samples, indicating
that the banding is annual. We established the
time scale for sample H82 with two 230Th

ages (Fig. 2) (14), by matching its oxygen
isotope record to YT’s at 14.6 thousand years
ago (ka), and by band counting between 11.0
and 11.8 ka and between 13.0 and 14.6 ka.

A key issue is whether calcite !18O can be
interpreted solely in terms of the !18O of
meteoric precipitation and equilibrium frac-
tionation during calcite precipitation. Hendy
(15) described additional processes (e.g., ki-
netic fractionation) that could also affect
!18O. A robust test is the comparison of !18O

for contemporaneous stalagmites from the
same cave (16). If the records replicate, the
net effect of additional processes on !18O
must have been the same. Consistent offsets
are unlikely because each stalagmite-precip-
itating drip has a unique combination of flow
path, CO2 partial pressure, residence time,
concentration of solutes, and degassing his-
tory. Thus, replicated records strongly sug-
gest that such additional processes are not
important. With modern dating and !18O
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Chinese Academy of Sciences, Xi’an 710054, China.
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Nanjing University, Nanjing 210008, China. 5Depart-
ment of Earth Sciences, National Cheng Kung Univer-
sity, Tainan, Taiwan, China. 6Department of Geological
Sciences, University of Missouri, Columbia, MO, USA.

*To whom correspondence should be addressed: E-
mail: edwar001@umn.edu

Fig. 1. !18O of Hulu Cave sta-
lagmites (purple, green, and red)
and Greenland Ice (22) (dark
blue) and insolation at 33°N av-
eraged over the months of June,
July, and August (20, 21) (black)
versus time. 230Th ages and er-
rors are color-coded by stalag-
mite. Numbers indicate GISs
and correlated events at Hulu
Cave. The YD and Heinrich
events are depicted with vertical
bars (24). The brown and blue
bars indicate two possible corre-
lations to H5. The average num-
ber of years per !18O analysis is
130 for MSD and 140 for MSL.
The !18O scales are reversed for
Hulu (increasing down) as com-
pared with Greenland (increas-
ing up).

Fig. 2. !18O of Hulu stalagmites (purple, black, and blue) and Greenland Ice (22) (dark blue shows
20-year averages; gray shows 3-year averages) versus time. Yellow bands indicate the timing and
duration of the YD and the transition into the BA (t-BA); the BA is the interval between the yellow
bands. 230Th ages and errors are color-coded by stalagmite. The chronology of YT and most of the
chronology of H82 are fixed by annual banding. As YT and H82 are more precisely and continuously
dated than PD, we adjusted the time scale of PD between 17 and 14 ka to match the major !18O
features. The slight adjustment is well within the errors of the PD time scale. The thin !18O trace
in this interval depicts the PD record based solely on its own 230Th dates. The average number of
years per !18O analysis is 60 for PD, 9 for YT, and 7 for H82.
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soon history with the oxygen isotopic com-
position of speleothem calcite, which has key
advantages over many archives of past con-
ditions. Well-chosen inorganic calcite can be
dated precisely (8, 9) with mass spectromet-
ric 230Th methods (10). Speleothems may
form continuously for tens of thousands of
years and can be sampled at high resolution
for dating and !18O analysis.

We collected five stalagmites from 35 m
depth in Hulu Cave, 28 km east of Nanjing
(32°30"N,119°10"E). We halved samples
along growth axes and sub-sampled on cut
surfaces for 230Th dating by thermal ioniza-
tion (10) and inductively coupled plasma
mass spectroscopy (11, 12) and !18O analysis
(13). Fifty-nine 230Th dates (Fig. 1) (14), all
in stratigraphic order, have analytical errors
equivalent to about #150 years at 10,000
years and #400 years at 60,000 years. The
oldest age is 74,875 # 1,010 yr. B.P. (relative
to 1950 A.D.) and the youngest is 10,933
#160 yr. B.P., with at least one stalagmite
active during all intervening times. Sample
YT has visible banding throughout, and three
230Th ages with errors of #60 to #90 years.
Numbers of bands are equal to differences in
age between dated sub-samples, indicating
that the banding is annual. We established the
time scale for sample H82 with two 230Th

ages (Fig. 2) (14), by matching its oxygen
isotope record to YT’s at 14.6 thousand years
ago (ka), and by band counting between 11.0
and 11.8 ka and between 13.0 and 14.6 ka.

A key issue is whether calcite !18O can be
interpreted solely in terms of the !18O of
meteoric precipitation and equilibrium frac-
tionation during calcite precipitation. Hendy
(15) described additional processes (e.g., ki-
netic fractionation) that could also affect
!18O. A robust test is the comparison of !18O

for contemporaneous stalagmites from the
same cave (16). If the records replicate, the
net effect of additional processes on !18O
must have been the same. Consistent offsets
are unlikely because each stalagmite-precip-
itating drip has a unique combination of flow
path, CO2 partial pressure, residence time,
concentration of solutes, and degassing his-
tory. Thus, replicated records strongly sug-
gest that such additional processes are not
important. With modern dating and !18O
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and Greenland Ice (22) (dark
blue) and insolation at 33°N av-
eraged over the months of June,
July, and August (20, 21) (black)
versus time. 230Th ages and er-
rors are color-coded by stalag-
mite. Numbers indicate GISs
and correlated events at Hulu
Cave. The YD and Heinrich
events are depicted with vertical
bars (24). The brown and blue
bars indicate two possible corre-
lations to H5. The average num-
ber of years per !18O analysis is
130 for MSD and 140 for MSL.
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Fig. 2. !18O of Hulu stalagmites (purple, black, and blue) and Greenland Ice (22) (dark blue shows
20-year averages; gray shows 3-year averages) versus time. Yellow bands indicate the timing and
duration of the YD and the transition into the BA (t-BA); the BA is the interval between the yellow
bands. 230Th ages and errors are color-coded by stalagmite. The chronology of YT and most of the
chronology of H82 are fixed by annual banding. As YT and H82 are more precisely and continuously
dated than PD, we adjusted the time scale of PD between 17 and 14 ka to match the major !18O
features. The slight adjustment is well within the errors of the PD time scale. The thin !18O trace
in this interval depicts the PD record based solely on its own 230Th dates. The average number of
years per !18O analysis is 60 for PD, 9 for YT, and 7 for H82.
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measurement techniques, the replication test
can be made with high resolution and little
temporal ambiguity.

Stalagmites MSD and MSL (Fig. 1) (14)
grew contemporaneously between 53 and 36
ka. Considering dating errors and resolution
differences, the records are virtually identical
over this interval. At least two stalagmites
(out of PD, YT, and H82) grew contempora-
neously for all times between 17 and 10.5 ka
(Figs. 1 and 2) (14). Samples YT and H82,
both sampled at high resolution, have an
overlapping section with !18O values that
replicate. Sample PD was sampled at lower
resolution and has !18O values offset from
the others by a small amount (about 0.5‰)
compared with the 5‰ amplitude of the
record. Nevertheless, the pattern of !18O
variation is similar among overlapping sec-
tions of all five stalagmites, suggesting we
can treat them as replicated records. We also
tested for positive correlation between !13C
and !18O values, plausibly indicative of ki-
netic fractionation (15). R2 values are either
low or the correlation is negative for each of
six data groupings [data for each of five
speleothems grouped individually and as one
group; see (14)], thus showing no evidence
for kinetic fractionation.

Given records that replicate and the lack
of a clear positive correlation between !13C
and !18O values, the issue becomes how to
interpret the record in terms of the !18O of
precipitation and temperature. Mean annual
rainfall and temperature at Hulu Cave are
1015 mm and 15.4°C. The summer monsoon
(June to September) contributes 80% of an-
nual precipitation with !18OVSMOW of –9‰
to –13‰. The rest comes during the winter
monsoon with !18O about 10‰ higher (–3 to
"2‰) (17). Because of the large seasonal
difference, a mechanism that may explain
large changes in past mean annual !18O of
precipitation is a change in the ratio of the
amount of summer to winter precipitation.
Temperature effects are likely to be small
because changes in the temperature-depen-
dent fractionation between calcite and water
are small (on the order of #0.25‰/°C) (18).

On the basis of modern data (19), the effects
of summer temperature and rainfall amount
on mean !18O of summer precipitation are
also small, with similar relations holding for
winter (19).

Hulu Cave !18O values range from –4 to
–9‰ between 75 and 10 ka (14). The large
range suggests that a primary control is vari-
ance in the summer/winter precipitation ratio.
If so, a change in the ratio by a factor of 3
(from today’s value of 4 to 1.3) is required to
explain the 5‰ amplitude. This factor is like-
ly an upper limit because temperature and
amount effects may also contribute.

The long-term Hulu trend (Fig. 1) appears
to follow summer (integrated over June, July,
and August) insolation (20, 21) at Hulu Cave
(33°N), at least for a good portion of the
record, suggesting that high summer insola-
tion increases the continent-ocean tempera-
ture difference, enhancing the summer mon-
soon (2, 3). However, the record is punctuat-
ed by numerous millennial-scale events and
by shifts in !18O over centuries or less, much
shorter than orbital time scales.

These features resemble the Greenland
ice-core !18O records (22, 23). If analogous
features do represent coincident events,
Greenland temperature correlates positively
with the summer/winter precipitation ratio in
eastern China. To the extent that changes in
the ratio result from changes in summer pre-
cipitation, warmer Greenland temperatures
correlate with a more intense summer East
Asian Monsoon. Between 10 and 15 ka, an
interval for which ice core chronologies are
robust, we can test for synchronicity. In this
interval, samples PD and H82 (Fig. 2) exhibit
features similar to the Younger Dryas (YD)
and the Bolling-Allerod (BA). On the basis of
independent time scales, these features are
synchronous within errors (Fig. 2), demon-
strating a link between the East Asian Mon-
soon and Greenland temperatures.

In detail, there are both similarities and
differences in the Hulu and Greenland degla-
cial sequences (22, 23). The Hulu record has
a sharp increase (about 2‰) in !18O at
16,073 $ 60 yr. B.P., which takes place in

%20 years, at about the time of Heinrich
Event 1 (H1) (24). A similar feature is not
apparent in the ice records. The slopes of the
records during the BA differ, which could
result, in part, from the decrease in marine
!18O associated with glacial melting, because
this would affect the records in opposite sens-
es. The most rapid portion of the transition
into the BA appears to be more gradual at
Hulu (180 years by band counting centered at
14,645 $ 60 yr. B.P.) as compared with
Greenland (about 100 years centered at about
14,680 $ 290 yr. B.P. in GISP2). In contrast,
the transition at the beginning of the YD
(12,823 $ 60 yr. B.P. at Hulu and 12,880 $
260 yr. B.P. in GISP2) is of similar short
duration (%20 years). The transition ending
the YD [11,473 $ 100 yr. B.P. at Hulu,
11,550 $ 70 yr. B.P. in the Greenland Ice
Core Project (GRIP) (23), and 11,640 $ 250
yr. B.P. in GISP2 (22)] is also extremely
rapid at both localities (%10 years). The du-
ration of the YD as recorded at Hulu (1350 $
120 years) is the same within error as its
duration in Greenland.

Given the apparent synchronicity between
Hulu and Greenland for times when the ice
core chronologies are robust, we may corre-
late older events, for which ice core chronol-
ogies are less certain (Fig. 1). This correlation
appears straightforward as far back as 38 ka.
The highest Hulu !18O values (at 16,032 $
60 yr. B.P.) correspond to low Greenland
temperatures associated with H1. Low Hulu
!18O values (at 23,310 $100 yr. B.P.) corre-
spond to Greenland Interstadial (GIS) 2,
which is immediately preceded by high !18O
values (24,180 $100 yr. B.P.) corresponding
to low Greenland temperatures associated
with H2. Low !18O excursions correspond to
GIS 3 through 8 (Fig. 1). With these correla-
tions, we assign times to Greenland events
with Hulu ages. For times between GIS 1 and
8, age offsets between GISP2 and Hulu are
less than several hundred years, whereas off-
sets between GRIP and Hulu increase pro-
gressively from 0 at 15 ka to 3000 years at 30
ka (Fig. 3). For this interval, GISP2’s time
scale, determined by band counting (25), ap-
pears robust. For times older than &15 ka, the
GRIP time scale was determined by flow
modeling, with primary accumulation rates
estimated by ice !18O values (23). In Green-
land, the 15 to 30 ka interval is characterized
by low !18O and low accumulation rates. Of
the many factors that contribute to the con-
struction of each time scale, we cannot
uniquely identify those that contribute to dis-
crepancies between time scales. However,
use of a somewhat lower accumulation rate
for GRIP in this cold interval would largely
reconcile the three chronologies between 15
and 30 ka.

For GIS 9 through 13, we present two
possible correlations. Those represented by

Fig. 3. Difference in age between
Hulu and Greenland ice core time
scales [GRIP, (23); GISP2, (25)] ver-
sus Hulu age. Each point is based on
a correlation between GRIP or GISP2
and Hulu (e.g., the correlations be-
tween Hulu and the GIS’s depicted
in Fig. 1). Positive values are times
when the ice core age is less than
the Hulu age; negative values are
times when the ice core age is more
than the Hulu age. Typical 230Th
dating errors as a function of time
are illustrated by the gray error en-
velope where the difference in age is
0. Error bars are estimates of the
error in the ice core chronologies (23, 25).
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delta18O of Hulu Cave (China) stalagmites 
(purple, green, and red) and Greenland Ice (dark 
blue) and insolation at 33°N averaged over June, 
July, August (black) 

delta18O of Hulu stalagmites (purple, black, and blue) 
and Greenland Ice (dark blue: 20-year avg; gray: 3-yr 
avg) vs time. Yellow bands: timing and duration of YD 
and transition into the Bolling-Allerod.

Difference in age between Hulu & 
Greenland ice core time scales [GRIP, 
GISP2] vs Hulu age.

North Pole; (ii) 1.4 ! 1016 kg uniformly
distributed from one hemisphere to the other;
or (iii) 1.1 ! 1016 kg from the oceans to land
at high latitudes. We suggest that any reason-
able model should therefore have a total sea-
sonal transported mass within 40% of 1.0 !
1016 kg. Secondly, models should predict that
the load peaks near the poles in their respec-
tive late-winter seasons. Thirdly, models
should predict that the load’s trajectory fol-
lows an approximate great circle over the
continents (Fig. 3).

From remote sensing, it is known that the
mass of snow in the Northern Hemisphere
peaks during February to March at 0.3 ! 1016

kg (5, 16). Recent analysis in atmospheric re-
search (6) confirms earlier interpretations (7)
on the existence of interhemispheric oscilla-
tions in atmospheric mass at the level of 0.4 !
1016 kg, which appears to be driven in part by
anomalous cooling over snow-covered areas,
particularly over Siberia and Canada (17). Our
results therefore suggest that the observed pat-
tern of deformation is dominated by winter
groundwater storage enhanced by atmospheric
pressure. Assuming an upper bound on the net
redistributed mass at 1.4 ! 1016 kg, we infer
the non-snow component of winter groundwa-
ter to be "0.7 ! 1016 kg.

The load’s trajectory over the continents (in
approximately the y-z plane) is consistent with
the land’s ability to sustain loads (unlike the
ocean’s tendency to rapidly approach equilibri-
um). An interesting feature of the load moment
time series is the asymmetric pattern of z oscil-
lations (Fig. 1) and the rapid southward equa-
torial crossing of mass (Fig. 3) in May. This is
consistent with rapid water runoff, which is
known to peak during late spring in the North-
ern Hemisphere (18). A small y component of
load moment also appears during the transition
seasons traversing regions of known intense
hydrological loading (9) in southeast Asia and
South America (Fig. 2). An anomaly in the #y
direction is apparent during 1996/1997, imme-
diately preceding the 1997/1998 El Niño event.
Possible mechanisms that might enhance the y
component include an equatorial oscillation in
(nonsteric) sea level across the Pacific (driven
by wind stress) and anomalous monsoon pre-
cipitation over land.

To conclude, we detected a global-scale
mode of Earth deformation that we have
identified as the response of an elastic Earth
to redistribution of surface load, specifically
the degree-one spherical harmonic mode that
theoretically corresponds to change in the
load moment. This mode compresses one
hemisphere and expands the opposite hemi-
sphere in such a manner that it does not
change Earth’s overall shape, but neverthe-
less stretches its surface and so affects site
coordinates. In Earth’s center-of-figure
frame, the poles appear to be displaced down-
ward by 3.0 mm during their respective win-

ters, and the equator appears to move toward
the winter pole by 1.5 mm. Our inversion
procedure produces a load moment time
series with an annual signal in Earth’s polar
direction with amplitude 6.6 ! 1022 kg m.
Stacking reveals that the load moment fol-
lows the approximate trajectory of a great
circle traversing the continents, peaking at
6.9 ! 1022 kg m near the North Pole in winter.
These results are consistent with seasonal load-
ing of land surfaces by fluids, corresponding to
an annual mass exchange of 1.0 # 0.2 ! 1016

kg between the hemispheres.
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A High-Resolution
Absolute-Dated Late

Pleistocene Monsoon Record
from Hulu Cave, China

Y. J. Wang,1,3 H. Cheng,2 R. L. Edwards,2* Z. S. An,3 J. Y. Wu,4

C.-C. Shen,5 J. A. Dorale6

Oxygen isotope records of five stalagmites from Hulu Cave near Nanjing bear
a remarkable resemblance to oxygen isotope records from Greenland ice cores,
suggesting that East Asian Monsoon intensity changed in concert with Green-
land temperature between 11,000 and 75,000 years before the present (yr. B.P.).
Between 11,000 and 30,000 yr. B.P., the timing of changes in the monsoon, as
established with 230Th dates, generally agrees with the timing of temperature
changes from the Greenland Ice Sheet Project Two (GISP2) core, which supports
GISP2’s chronology in this interval. Our record links North Atlantic climate with
the meridional transport of heat and moisture from the warmest part of the
ocean where the summer East Asian Monsoon originates.

The Asian and Australian Monsoons are im-
portant because they transport heat and mois-
ture from the warmest part of the tropical
ocean (the West Pacific Warm Pool) across
the equator and to higher latitudes. The East
Asian Monsoon, a sub-system of the Asian
Monsoon, affects an area east of the Bay of
Bengal and the Tibetan Plateau (1). Spring
heating of Asia initiates the summer mon-
soon, which transports northward moisture
and heat from north of Australia across the
Warm Pool, as far as northern China. The
winter monsoon is characterized by cold, dry

Siberian air flowing southward across eastern
China, ultimately contributing to the Austra-
lian summer monsoon (1).

Plausible factors affecting the monsoon
are orbitally controlled changes in insolation
(2, 3), shifts in sea level causing changes in
Warm Pool surface area (4), and circulation
changes internal to the climate system (5).
Loess records (6, 7) show clear evidence for
monsoon changes (1) that are possibly linked
to global climate (7) and Heinrich Events (5).
However, resolution and dating problems
limit the loess work. We reconstruct mon-
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D/O teleconnection mechanism 1: AMOC/“thermal seesaw”

temperature anomaly pattern in the Atlantic arising from the
complete collapse of the meridional overturning simulated for
F0.5. The surface North Atlantic and the deep Atlantic cool by
several degrees, while the South Atlantic and Southern Ocean warm
in the upper 1,500m, consistent with previous model studies31–33. A
subsurface warming is seen north of about 608 N, caused by the
cessation of deep convective mixing of cold surface water, in
particular north of Iceland. Because fresh water affects both the
THC and southern temperature as long as the THC is active, the
effect of fresh water is best isolated when comparing the two states
F0.5 and F1.0 in which the THC is collapsed. The additional
freshwater discharge in F1.0 leads to an anomalous southward
mass transport of about 2 Sv in the Atlantic south of 408 N,
compensated by a return flow between 500 and 1,500m in depth
(Fig. 2b). This causes an anomalous southward heat transport of
0.1 PW, which warms the Southern Ocean sea surface temperature
by about 1.5 8C. Although the subsurface Atlantic cools between 208
S and 408 N and warms north of 408 N, this is barely seen at the
surface, probably owing to the strong stratification arising from the
freshwater cap.
The anomalous meridional transport is due to a zonal density

gradient caused by the freshwater input in the following way. The
density changes associated with the North Atlantic fresh water
trigger Kelvin waves, which propagate along the western Atlantic
coast towards the Equator34. Owing to the Coriolis effect, they are
forced to travel along the Equator towards the coast of Africa, where
they split into a northern and southern branch. While moving
poleward, they radiate Rossby waves, which readjust the interior
transport of the North and South Atlantic. Overall, our simulated
global thermocline anomaly pattern (not shown) is consistent
with this wave-adjustment mechanism34,35. Rossby waves establish
large-scale pressure (sea level) gradients that are accompanied by
geostrophic flow anomalies (see Fig. 2c). North of the Equator these
southward geostrophic currents are relatively strong, owing to the
weakness of the Coriolis force and the presence of large sea-level
gradients in the western boundary region. Cross-equatorial mass

transport is possible, because the velocity anomalies occur close to
the western boundary of the basin, where friction is important.
Finally, a southward cross-equatorial heat transport of about
0.1 PW is established, in response to the North Atlantic freshwater
flux anomalies. Typical response times are of the order of one or two
decades36. These conclusions are corroborated by an analysis of the

Figure 2 The ocean response to freshwater discharge into the North Atlantic. F1.0 and
F0.5 denote 1.0 Sv and 0.5 Sv sustained freshwater discharge, respectively. a, The
equilibrium Atlantic temperature difference (8C, colours) and meridional streamfunction

difference (Sv, contours) resulting from 0.5 Sv freshwater input and the subsequent

complete shutdown of the THC. b, Doubling the freshwater input leads to an additional
temperature and streamfunction anomaly. c, Freshwater anomalies trigger a
redistribution of the sea surface height (m, colours), owing to fast wave adjustment

processes, which in turn drives geostrophic transport anomalies (m s21, vectors).

Subsequently a cross-equatorial anomalous meridional transport is established (contours,

b), which leads to an export of heat into the Southern Ocean of about 0.1 PW, thereby
warming the upper 800m of the Southern Ocean. On the other hand, associated surface

temperature signals in the North Atlantic are weak.

Figure 1 Temperature response to three scenarios of freshwater discharge into the North
Atlantic. Freshwater discharge (top), 10-yr running mean of near-surface air temperature

of the North Atlantic region (608W–208 E, 508 N–808 N) (middle) and the Southern Ocean

region (658 S–508 S) (bottom) are shown in black. The fresh water causes a partial

shutdown of the THC in case A, and a complete shutdown in cases B and C. The classical

thermal bipolar seesaw20 (green) predicts the same amplitude of the southern warming for

cases B and C and fails to explain the early cooling in southern temperatures. The

extended thermal–freshwater seesaw concept (red) correctly predicts both an additional

southern warming for case C that is related to the large freshwater input, and the slow

southern temperature changes due to slow freshwater changes. The fit here explains

more than 98% (r 2) of the southern temperature response simulated by the CGAOM.

Fresh water alone (blue) is insufficient to explain the model response.
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Temperature response to 3 scenarios of 
freshwater discharge into North Atlantic. 
Freshwater (top), 10-yr running mean of NA 
near-surface air temperature (middle), 
Southern Ocean (bottom). partial THC 
shutdown in A, complete shutdown in B & C. 

supported here by the smaller amplitude and spatial extent for
transition T1 compared to T2. The modelled temperature shift in
Greenland is similar for both transitions, also in good agreement
with Greenland isotopic records28, which indicate large temperature
shifts even for the short DO events. The model response is in line
with most proxies showing a hemispheric antiphase temperature
pattern1, and does not support in-phase changes in Greenland and
Antarctica41,42.
It is clear from Fig. 3 and from our thermal–freshwater seesaw

that the shape of the sea level variations is similar to Antarctic
temperature, as recently suggested from a reconstruction of sea level
from the Red Sea12. A significant amount of ice surges must there-
fore have emerged from the Northern Hemisphere, in line with the
generally accepted pattern of the Heinrich surges recorded in the
North Atlantic7. The results presented here do not preclude contri-
butions to sea level from other locations43. However, additional
CGAOM simulations show that freshwater discharge into the North
Pacific or into the Gulf of Mexico have a similar effect of warming
Antarctica, whereas freshwater discharge from Antarctica has the
opposite effect of cooling the Southern Ocean and Antarctica and
warming the North Atlantic44. Therefore, a dominant contribution
from the Antarctic ice sheet to the sea level variations recorded
during MIS 3 (refs 9–12) can be excluded.
We find that despite their similarity, sea level in the model lags

Antarctic temperature by several centuries. Such a lag can be
identified in palaeodata using the benthic oxygen isotope record
from a sediment core off Portugal9, if taken as a proxy for sea level,
and the Byrd oxygen isotope record28 as a proxy for Antarctic
temperature (see Fig. 5). Both records are independently synchro-

nized to the GRIP record from Greenland8,9. Maximizing lag
correlation in a moving window of 10 kyr suggests a lag of 300 to
1,500 yr of the benthic sea level curve to Antarctic temperature when
using the published timescales. However, the uncertainties in the
timescales (resolution of the records, gas age–ice age and synchro-
nization uncertainties) and the fact that part of the benthic signal
could be caused by changes in ocean temperature (which need not
necessarily be in phase with sea level) prevent us from firmly
concluding that there is a sea-level lag from the data alone. Equation
(1) suggests almost no sea-level lag for changes in the freshwater flux
F on short timescales (decades), but a phase lag of up to 908,
equivalent to about 1,000 yr, when assuming changes in F on
timescales of a few millennia.

The sequence of events during MIS 3
The sequence of events shown in Fig. 3 is reminiscent of parts of the
last glacial period, for example, the time around 45,000 yr before
present (45 kyr before present, BP) with DO events 13 and 12. But
the complexity of the CGAOM, the uncertainties in the hysteresis
behaviour of the glacial thermohaline circulation and the compu-
tational cost of the model prevent us from simulating longer time
periods. However, equation (1) has been shown to adequately relate
the polar temperature anomalies simulated by the CGAOMand can
thus be used as a substitute. Here we use the substitute conceptual
model to quantify the extent to which the thermal–freshwater
seesaw concept can explain the evolution of Greenland and Ant-
arctic temperature reconstructions, as well as sea-level variations
during Marine Isotope Stage (MIS) 3. We start from a random time
evolution of the freshwater flux F. Subsequently, F is iteratively

Figure 4 Temperature and precipitation changes simulated for two stadial–interstadial
transitions. Transition T1 (shown in Fig. 3) is from a partial ‘off’ to a THC ‘on’ state,

transition T2 from a completely collapsed THC state to a strong THC ‘on’ state. The

CGAOM predicts that temperature changes were prominent in Greenland for both

transitions, but the amplitude and spatial extent was different over most of the Northern

Hemisphere. The maps show the near-surface temperature (8C) and precipitation

difference (cm yr21) for the cold-to-warm transition T1 (1,500 to 1,700 minus 800 to

1,000 model yr, top) and T2 (4,800 to 5,000 minus 3,400 to 3,600 model yr, bottom).

These patterns are in agreement with proxy evidence for the long-lasting DO events

following a Heinrich event (T2) and for the shorter DO events, which have a weak or no

clear counterpart in the south (T1). The large temperature shifts in some areas of the

Southern Ocean during transition T2 are caused by changes in sea-ice extent.

articles

NATURE |VOL 430 | 19 AUGUST 2004 | www.nature.com/nature854 ©  2004 Nature  Publishing Group

Strong hemispheric coupling of 
glacial climate through 
freshwater discharge and ocean 
circulation 
Knutti, Fluckiger, Stocker & Timmermann 
2004



Eli Tziperman, EPS 231, Climate dynamics
D/O teleconnection mechanism 1: AMOC/“thermal seesaw”

temperature anomaly pattern in the Atlantic arising from the
complete collapse of the meridional overturning simulated for
F0.5. The surface North Atlantic and the deep Atlantic cool by
several degrees, while the South Atlantic and Southern Ocean warm
in the upper 1,500m, consistent with previous model studies31–33. A
subsurface warming is seen north of about 608 N, caused by the
cessation of deep convective mixing of cold surface water, in
particular north of Iceland. Because fresh water affects both the
THC and southern temperature as long as the THC is active, the
effect of fresh water is best isolated when comparing the two states
F0.5 and F1.0 in which the THC is collapsed. The additional
freshwater discharge in F1.0 leads to an anomalous southward
mass transport of about 2 Sv in the Atlantic south of 408 N,
compensated by a return flow between 500 and 1,500m in depth
(Fig. 2b). This causes an anomalous southward heat transport of
0.1 PW, which warms the Southern Ocean sea surface temperature
by about 1.5 8C. Although the subsurface Atlantic cools between 208
S and 408 N and warms north of 408 N, this is barely seen at the
surface, probably owing to the strong stratification arising from the
freshwater cap.
The anomalous meridional transport is due to a zonal density

gradient caused by the freshwater input in the following way. The
density changes associated with the North Atlantic fresh water
trigger Kelvin waves, which propagate along the western Atlantic
coast towards the Equator34. Owing to the Coriolis effect, they are
forced to travel along the Equator towards the coast of Africa, where
they split into a northern and southern branch. While moving
poleward, they radiate Rossby waves, which readjust the interior
transport of the North and South Atlantic. Overall, our simulated
global thermocline anomaly pattern (not shown) is consistent
with this wave-adjustment mechanism34,35. Rossby waves establish
large-scale pressure (sea level) gradients that are accompanied by
geostrophic flow anomalies (see Fig. 2c). North of the Equator these
southward geostrophic currents are relatively strong, owing to the
weakness of the Coriolis force and the presence of large sea-level
gradients in the western boundary region. Cross-equatorial mass

transport is possible, because the velocity anomalies occur close to
the western boundary of the basin, where friction is important.
Finally, a southward cross-equatorial heat transport of about
0.1 PW is established, in response to the North Atlantic freshwater
flux anomalies. Typical response times are of the order of one or two
decades36. These conclusions are corroborated by an analysis of the

Figure 2 The ocean response to freshwater discharge into the North Atlantic. F1.0 and
F0.5 denote 1.0 Sv and 0.5 Sv sustained freshwater discharge, respectively. a, The
equilibrium Atlantic temperature difference (8C, colours) and meridional streamfunction

difference (Sv, contours) resulting from 0.5 Sv freshwater input and the subsequent

complete shutdown of the THC. b, Doubling the freshwater input leads to an additional
temperature and streamfunction anomaly. c, Freshwater anomalies trigger a
redistribution of the sea surface height (m, colours), owing to fast wave adjustment

processes, which in turn drives geostrophic transport anomalies (m s21, vectors).

Subsequently a cross-equatorial anomalous meridional transport is established (contours,

b), which leads to an export of heat into the Southern Ocean of about 0.1 PW, thereby
warming the upper 800m of the Southern Ocean. On the other hand, associated surface

temperature signals in the North Atlantic are weak.

Figure 1 Temperature response to three scenarios of freshwater discharge into the North
Atlantic. Freshwater discharge (top), 10-yr running mean of near-surface air temperature

of the North Atlantic region (608W–208 E, 508 N–808 N) (middle) and the Southern Ocean

region (658 S–508 S) (bottom) are shown in black. The fresh water causes a partial

shutdown of the THC in case A, and a complete shutdown in cases B and C. The classical

thermal bipolar seesaw20 (green) predicts the same amplitude of the southern warming for

cases B and C and fails to explain the early cooling in southern temperatures. The

extended thermal–freshwater seesaw concept (red) correctly predicts both an additional

southern warming for case C that is related to the large freshwater input, and the slow

southern temperature changes due to slow freshwater changes. The fit here explains

more than 98% (r 2) of the southern temperature response simulated by the CGAOM.

Fresh water alone (blue) is insufficient to explain the model response.
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Temperature response to 3 scenarios of 
freshwater discharge into North Atlantic. 
Freshwater (top), 10-yr running mean of NA 
near-surface air temperature (middle), 
Southern Ocean (bottom). partial THC 
shutdown in A, complete shutdown in B & C. 

supported here by the smaller amplitude and spatial extent for
transition T1 compared to T2. The modelled temperature shift in
Greenland is similar for both transitions, also in good agreement
with Greenland isotopic records28, which indicate large temperature
shifts even for the short DO events. The model response is in line
with most proxies showing a hemispheric antiphase temperature
pattern1, and does not support in-phase changes in Greenland and
Antarctica41,42.
It is clear from Fig. 3 and from our thermal–freshwater seesaw

that the shape of the sea level variations is similar to Antarctic
temperature, as recently suggested from a reconstruction of sea level
from the Red Sea12. A significant amount of ice surges must there-
fore have emerged from the Northern Hemisphere, in line with the
generally accepted pattern of the Heinrich surges recorded in the
North Atlantic7. The results presented here do not preclude contri-
butions to sea level from other locations43. However, additional
CGAOM simulations show that freshwater discharge into the North
Pacific or into the Gulf of Mexico have a similar effect of warming
Antarctica, whereas freshwater discharge from Antarctica has the
opposite effect of cooling the Southern Ocean and Antarctica and
warming the North Atlantic44. Therefore, a dominant contribution
from the Antarctic ice sheet to the sea level variations recorded
during MIS 3 (refs 9–12) can be excluded.
We find that despite their similarity, sea level in the model lags

Antarctic temperature by several centuries. Such a lag can be
identified in palaeodata using the benthic oxygen isotope record
from a sediment core off Portugal9, if taken as a proxy for sea level,
and the Byrd oxygen isotope record28 as a proxy for Antarctic
temperature (see Fig. 5). Both records are independently synchro-

nized to the GRIP record from Greenland8,9. Maximizing lag
correlation in a moving window of 10 kyr suggests a lag of 300 to
1,500 yr of the benthic sea level curve to Antarctic temperature when
using the published timescales. However, the uncertainties in the
timescales (resolution of the records, gas age–ice age and synchro-
nization uncertainties) and the fact that part of the benthic signal
could be caused by changes in ocean temperature (which need not
necessarily be in phase with sea level) prevent us from firmly
concluding that there is a sea-level lag from the data alone. Equation
(1) suggests almost no sea-level lag for changes in the freshwater flux
F on short timescales (decades), but a phase lag of up to 908,
equivalent to about 1,000 yr, when assuming changes in F on
timescales of a few millennia.

The sequence of events during MIS 3
The sequence of events shown in Fig. 3 is reminiscent of parts of the
last glacial period, for example, the time around 45,000 yr before
present (45 kyr before present, BP) with DO events 13 and 12. But
the complexity of the CGAOM, the uncertainties in the hysteresis
behaviour of the glacial thermohaline circulation and the compu-
tational cost of the model prevent us from simulating longer time
periods. However, equation (1) has been shown to adequately relate
the polar temperature anomalies simulated by the CGAOMand can
thus be used as a substitute. Here we use the substitute conceptual
model to quantify the extent to which the thermal–freshwater
seesaw concept can explain the evolution of Greenland and Ant-
arctic temperature reconstructions, as well as sea-level variations
during Marine Isotope Stage (MIS) 3. We start from a random time
evolution of the freshwater flux F. Subsequently, F is iteratively

Figure 4 Temperature and precipitation changes simulated for two stadial–interstadial
transitions. Transition T1 (shown in Fig. 3) is from a partial ‘off’ to a THC ‘on’ state,

transition T2 from a completely collapsed THC state to a strong THC ‘on’ state. The

CGAOM predicts that temperature changes were prominent in Greenland for both

transitions, but the amplitude and spatial extent was different over most of the Northern

Hemisphere. The maps show the near-surface temperature (8C) and precipitation

difference (cm yr21) for the cold-to-warm transition T1 (1,500 to 1,700 minus 800 to

1,000 model yr, top) and T2 (4,800 to 5,000 minus 3,400 to 3,600 model yr, bottom).

These patterns are in agreement with proxy evidence for the long-lasting DO events

following a Heinrich event (T2) and for the shorter DO events, which have a weak or no

clear counterpart in the south (T1). The large temperature shifts in some areas of the

Southern Ocean during transition T2 are caused by changes in sea-ice extent.
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temperature anomaly pattern in the Atlantic arising from the
complete collapse of the meridional overturning simulated for
F0.5. The surface North Atlantic and the deep Atlantic cool by
several degrees, while the South Atlantic and Southern Ocean warm
in the upper 1,500m, consistent with previous model studies31–33. A
subsurface warming is seen north of about 608 N, caused by the
cessation of deep convective mixing of cold surface water, in
particular north of Iceland. Because fresh water affects both the
THC and southern temperature as long as the THC is active, the
effect of fresh water is best isolated when comparing the two states
F0.5 and F1.0 in which the THC is collapsed. The additional
freshwater discharge in F1.0 leads to an anomalous southward
mass transport of about 2 Sv in the Atlantic south of 408 N,
compensated by a return flow between 500 and 1,500m in depth
(Fig. 2b). This causes an anomalous southward heat transport of
0.1 PW, which warms the Southern Ocean sea surface temperature
by about 1.5 8C. Although the subsurface Atlantic cools between 208
S and 408 N and warms north of 408 N, this is barely seen at the
surface, probably owing to the strong stratification arising from the
freshwater cap.
The anomalous meridional transport is due to a zonal density

gradient caused by the freshwater input in the following way. The
density changes associated with the North Atlantic fresh water
trigger Kelvin waves, which propagate along the western Atlantic
coast towards the Equator34. Owing to the Coriolis effect, they are
forced to travel along the Equator towards the coast of Africa, where
they split into a northern and southern branch. While moving
poleward, they radiate Rossby waves, which readjust the interior
transport of the North and South Atlantic. Overall, our simulated
global thermocline anomaly pattern (not shown) is consistent
with this wave-adjustment mechanism34,35. Rossby waves establish
large-scale pressure (sea level) gradients that are accompanied by
geostrophic flow anomalies (see Fig. 2c). North of the Equator these
southward geostrophic currents are relatively strong, owing to the
weakness of the Coriolis force and the presence of large sea-level
gradients in the western boundary region. Cross-equatorial mass

transport is possible, because the velocity anomalies occur close to
the western boundary of the basin, where friction is important.
Finally, a southward cross-equatorial heat transport of about
0.1 PW is established, in response to the North Atlantic freshwater
flux anomalies. Typical response times are of the order of one or two
decades36. These conclusions are corroborated by an analysis of the

Figure 2 The ocean response to freshwater discharge into the North Atlantic. F1.0 and
F0.5 denote 1.0 Sv and 0.5 Sv sustained freshwater discharge, respectively. a, The
equilibrium Atlantic temperature difference (8C, colours) and meridional streamfunction

difference (Sv, contours) resulting from 0.5 Sv freshwater input and the subsequent

complete shutdown of the THC. b, Doubling the freshwater input leads to an additional
temperature and streamfunction anomaly. c, Freshwater anomalies trigger a
redistribution of the sea surface height (m, colours), owing to fast wave adjustment

processes, which in turn drives geostrophic transport anomalies (m s21, vectors).

Subsequently a cross-equatorial anomalous meridional transport is established (contours,

b), which leads to an export of heat into the Southern Ocean of about 0.1 PW, thereby
warming the upper 800m of the Southern Ocean. On the other hand, associated surface

temperature signals in the North Atlantic are weak.

Figure 1 Temperature response to three scenarios of freshwater discharge into the North
Atlantic. Freshwater discharge (top), 10-yr running mean of near-surface air temperature

of the North Atlantic region (608W–208 E, 508 N–808 N) (middle) and the Southern Ocean

region (658 S–508 S) (bottom) are shown in black. The fresh water causes a partial

shutdown of the THC in case A, and a complete shutdown in cases B and C. The classical

thermal bipolar seesaw20 (green) predicts the same amplitude of the southern warming for

cases B and C and fails to explain the early cooling in southern temperatures. The

extended thermal–freshwater seesaw concept (red) correctly predicts both an additional

southern warming for case C that is related to the large freshwater input, and the slow

southern temperature changes due to slow freshwater changes. The fit here explains

more than 98% (r 2) of the southern temperature response simulated by the CGAOM.

Fresh water alone (blue) is insufficient to explain the model response.
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temperature anomaly pattern in the Atlantic arising from the
complete collapse of the meridional overturning simulated for
F0.5. The surface North Atlantic and the deep Atlantic cool by
several degrees, while the South Atlantic and Southern Ocean warm
in the upper 1,500m, consistent with previous model studies31–33. A
subsurface warming is seen north of about 608 N, caused by the
cessation of deep convective mixing of cold surface water, in
particular north of Iceland. Because fresh water affects both the
THC and southern temperature as long as the THC is active, the
effect of fresh water is best isolated when comparing the two states
F0.5 and F1.0 in which the THC is collapsed. The additional
freshwater discharge in F1.0 leads to an anomalous southward
mass transport of about 2 Sv in the Atlantic south of 408 N,
compensated by a return flow between 500 and 1,500m in depth
(Fig. 2b). This causes an anomalous southward heat transport of
0.1 PW, which warms the Southern Ocean sea surface temperature
by about 1.5 8C. Although the subsurface Atlantic cools between 208
S and 408 N and warms north of 408 N, this is barely seen at the
surface, probably owing to the strong stratification arising from the
freshwater cap.
The anomalous meridional transport is due to a zonal density

gradient caused by the freshwater input in the following way. The
density changes associated with the North Atlantic fresh water
trigger Kelvin waves, which propagate along the western Atlantic
coast towards the Equator34. Owing to the Coriolis effect, they are
forced to travel along the Equator towards the coast of Africa, where
they split into a northern and southern branch. While moving
poleward, they radiate Rossby waves, which readjust the interior
transport of the North and South Atlantic. Overall, our simulated
global thermocline anomaly pattern (not shown) is consistent
with this wave-adjustment mechanism34,35. Rossby waves establish
large-scale pressure (sea level) gradients that are accompanied by
geostrophic flow anomalies (see Fig. 2c). North of the Equator these
southward geostrophic currents are relatively strong, owing to the
weakness of the Coriolis force and the presence of large sea-level
gradients in the western boundary region. Cross-equatorial mass

transport is possible, because the velocity anomalies occur close to
the western boundary of the basin, where friction is important.
Finally, a southward cross-equatorial heat transport of about
0.1 PW is established, in response to the North Atlantic freshwater
flux anomalies. Typical response times are of the order of one or two
decades36. These conclusions are corroborated by an analysis of the

Figure 2 The ocean response to freshwater discharge into the North Atlantic. F1.0 and
F0.5 denote 1.0 Sv and 0.5 Sv sustained freshwater discharge, respectively. a, The
equilibrium Atlantic temperature difference (8C, colours) and meridional streamfunction

difference (Sv, contours) resulting from 0.5 Sv freshwater input and the subsequent

complete shutdown of the THC. b, Doubling the freshwater input leads to an additional
temperature and streamfunction anomaly. c, Freshwater anomalies trigger a
redistribution of the sea surface height (m, colours), owing to fast wave adjustment

processes, which in turn drives geostrophic transport anomalies (m s21, vectors).

Subsequently a cross-equatorial anomalous meridional transport is established (contours,

b), which leads to an export of heat into the Southern Ocean of about 0.1 PW, thereby
warming the upper 800m of the Southern Ocean. On the other hand, associated surface

temperature signals in the North Atlantic are weak.

Figure 1 Temperature response to three scenarios of freshwater discharge into the North
Atlantic. Freshwater discharge (top), 10-yr running mean of near-surface air temperature

of the North Atlantic region (608W–208 E, 508 N–808 N) (middle) and the Southern Ocean

region (658 S–508 S) (bottom) are shown in black. The fresh water causes a partial

shutdown of the THC in case A, and a complete shutdown in cases B and C. The classical

thermal bipolar seesaw20 (green) predicts the same amplitude of the southern warming for

cases B and C and fails to explain the early cooling in southern temperatures. The

extended thermal–freshwater seesaw concept (red) correctly predicts both an additional

southern warming for case C that is related to the large freshwater input, and the slow

southern temperature changes due to slow freshwater changes. The fit here explains

more than 98% (r 2) of the southern temperature response simulated by the CGAOM.

Fresh water alone (blue) is insufficient to explain the model response.
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Temperature response to 3 scenarios of 
freshwater discharge into North Atlantic. 
Freshwater (top), 10-yr running mean of NA 
near-surface air temperature (middle), 
Southern Ocean (bottom). partial THC 
shutdown in A, complete shutdown in B & C. 

supported here by the smaller amplitude and spatial extent for
transition T1 compared to T2. The modelled temperature shift in
Greenland is similar for both transitions, also in good agreement
with Greenland isotopic records28, which indicate large temperature
shifts even for the short DO events. The model response is in line
with most proxies showing a hemispheric antiphase temperature
pattern1, and does not support in-phase changes in Greenland and
Antarctica41,42.
It is clear from Fig. 3 and from our thermal–freshwater seesaw

that the shape of the sea level variations is similar to Antarctic
temperature, as recently suggested from a reconstruction of sea level
from the Red Sea12. A significant amount of ice surges must there-
fore have emerged from the Northern Hemisphere, in line with the
generally accepted pattern of the Heinrich surges recorded in the
North Atlantic7. The results presented here do not preclude contri-
butions to sea level from other locations43. However, additional
CGAOM simulations show that freshwater discharge into the North
Pacific or into the Gulf of Mexico have a similar effect of warming
Antarctica, whereas freshwater discharge from Antarctica has the
opposite effect of cooling the Southern Ocean and Antarctica and
warming the North Atlantic44. Therefore, a dominant contribution
from the Antarctic ice sheet to the sea level variations recorded
during MIS 3 (refs 9–12) can be excluded.
We find that despite their similarity, sea level in the model lags

Antarctic temperature by several centuries. Such a lag can be
identified in palaeodata using the benthic oxygen isotope record
from a sediment core off Portugal9, if taken as a proxy for sea level,
and the Byrd oxygen isotope record28 as a proxy for Antarctic
temperature (see Fig. 5). Both records are independently synchro-

nized to the GRIP record from Greenland8,9. Maximizing lag
correlation in a moving window of 10 kyr suggests a lag of 300 to
1,500 yr of the benthic sea level curve to Antarctic temperature when
using the published timescales. However, the uncertainties in the
timescales (resolution of the records, gas age–ice age and synchro-
nization uncertainties) and the fact that part of the benthic signal
could be caused by changes in ocean temperature (which need not
necessarily be in phase with sea level) prevent us from firmly
concluding that there is a sea-level lag from the data alone. Equation
(1) suggests almost no sea-level lag for changes in the freshwater flux
F on short timescales (decades), but a phase lag of up to 908,
equivalent to about 1,000 yr, when assuming changes in F on
timescales of a few millennia.

The sequence of events during MIS 3
The sequence of events shown in Fig. 3 is reminiscent of parts of the
last glacial period, for example, the time around 45,000 yr before
present (45 kyr before present, BP) with DO events 13 and 12. But
the complexity of the CGAOM, the uncertainties in the hysteresis
behaviour of the glacial thermohaline circulation and the compu-
tational cost of the model prevent us from simulating longer time
periods. However, equation (1) has been shown to adequately relate
the polar temperature anomalies simulated by the CGAOMand can
thus be used as a substitute. Here we use the substitute conceptual
model to quantify the extent to which the thermal–freshwater
seesaw concept can explain the evolution of Greenland and Ant-
arctic temperature reconstructions, as well as sea-level variations
during Marine Isotope Stage (MIS) 3. We start from a random time
evolution of the freshwater flux F. Subsequently, F is iteratively

Figure 4 Temperature and precipitation changes simulated for two stadial–interstadial
transitions. Transition T1 (shown in Fig. 3) is from a partial ‘off’ to a THC ‘on’ state,

transition T2 from a completely collapsed THC state to a strong THC ‘on’ state. The

CGAOM predicts that temperature changes were prominent in Greenland for both

transitions, but the amplitude and spatial extent was different over most of the Northern

Hemisphere. The maps show the near-surface temperature (8C) and precipitation

difference (cm yr21) for the cold-to-warm transition T1 (1,500 to 1,700 minus 800 to

1,000 model yr, top) and T2 (4,800 to 5,000 minus 3,400 to 3,600 model yr, bottom).

These patterns are in agreement with proxy evidence for the long-lasting DO events

following a Heinrich event (T2) and for the shorter DO events, which have a weak or no

clear counterpart in the south (T1). The large temperature shifts in some areas of the

Southern Ocean during transition T2 are caused by changes in sea-ice extent.
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temperature anomaly pattern in the Atlantic arising from the
complete collapse of the meridional overturning simulated for
F0.5. The surface North Atlantic and the deep Atlantic cool by
several degrees, while the South Atlantic and Southern Ocean warm
in the upper 1,500m, consistent with previous model studies31–33. A
subsurface warming is seen north of about 608 N, caused by the
cessation of deep convective mixing of cold surface water, in
particular north of Iceland. Because fresh water affects both the
THC and southern temperature as long as the THC is active, the
effect of fresh water is best isolated when comparing the two states
F0.5 and F1.0 in which the THC is collapsed. The additional
freshwater discharge in F1.0 leads to an anomalous southward
mass transport of about 2 Sv in the Atlantic south of 408 N,
compensated by a return flow between 500 and 1,500m in depth
(Fig. 2b). This causes an anomalous southward heat transport of
0.1 PW, which warms the Southern Ocean sea surface temperature
by about 1.5 8C. Although the subsurface Atlantic cools between 208
S and 408 N and warms north of 408 N, this is barely seen at the
surface, probably owing to the strong stratification arising from the
freshwater cap.
The anomalous meridional transport is due to a zonal density

gradient caused by the freshwater input in the following way. The
density changes associated with the North Atlantic fresh water
trigger Kelvin waves, which propagate along the western Atlantic
coast towards the Equator34. Owing to the Coriolis effect, they are
forced to travel along the Equator towards the coast of Africa, where
they split into a northern and southern branch. While moving
poleward, they radiate Rossby waves, which readjust the interior
transport of the North and South Atlantic. Overall, our simulated
global thermocline anomaly pattern (not shown) is consistent
with this wave-adjustment mechanism34,35. Rossby waves establish
large-scale pressure (sea level) gradients that are accompanied by
geostrophic flow anomalies (see Fig. 2c). North of the Equator these
southward geostrophic currents are relatively strong, owing to the
weakness of the Coriolis force and the presence of large sea-level
gradients in the western boundary region. Cross-equatorial mass

transport is possible, because the velocity anomalies occur close to
the western boundary of the basin, where friction is important.
Finally, a southward cross-equatorial heat transport of about
0.1 PW is established, in response to the North Atlantic freshwater
flux anomalies. Typical response times are of the order of one or two
decades36. These conclusions are corroborated by an analysis of the

Figure 2 The ocean response to freshwater discharge into the North Atlantic. F1.0 and
F0.5 denote 1.0 Sv and 0.5 Sv sustained freshwater discharge, respectively. a, The
equilibrium Atlantic temperature difference (8C, colours) and meridional streamfunction

difference (Sv, contours) resulting from 0.5 Sv freshwater input and the subsequent

complete shutdown of the THC. b, Doubling the freshwater input leads to an additional
temperature and streamfunction anomaly. c, Freshwater anomalies trigger a
redistribution of the sea surface height (m, colours), owing to fast wave adjustment

processes, which in turn drives geostrophic transport anomalies (m s21, vectors).

Subsequently a cross-equatorial anomalous meridional transport is established (contours,

b), which leads to an export of heat into the Southern Ocean of about 0.1 PW, thereby
warming the upper 800m of the Southern Ocean. On the other hand, associated surface

temperature signals in the North Atlantic are weak.

Figure 1 Temperature response to three scenarios of freshwater discharge into the North
Atlantic. Freshwater discharge (top), 10-yr running mean of near-surface air temperature

of the North Atlantic region (608W–208 E, 508 N–808 N) (middle) and the Southern Ocean

region (658 S–508 S) (bottom) are shown in black. The fresh water causes a partial

shutdown of the THC in case A, and a complete shutdown in cases B and C. The classical

thermal bipolar seesaw20 (green) predicts the same amplitude of the southern warming for

cases B and C and fails to explain the early cooling in southern temperatures. The

extended thermal–freshwater seesaw concept (red) correctly predicts both an additional

southern warming for case C that is related to the large freshwater input, and the slow

southern temperature changes due to slow freshwater changes. The fit here explains

more than 98% (r 2) of the southern temperature response simulated by the CGAOM.

Fresh water alone (blue) is insufficient to explain the model response.
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(a,b) Temperature and MOC 
response to freshwater forcing of 
sustained 1.0 Sv & 0.5 Sv 
sustained; (c) sea level & velocities

thermal wind balance, as deduced from the upper-ocean zonal
density gradients. The ocean adjustment scales linearly with the
freshwater perturbation. The freshwater amplitudes in Fig. 2 are
only chosen to be large to separate the related signal better from the
internal ocean variability.

From these idealized simulations we conclude that the Southern
Ocean surface temperature changes are not only determined by the
heat transport of the large-scale THC, but are also directly affected
by the anomalous meridional overturning circulation (Fig. 2b),
which is established in response to the freshwater input in the North
Atlantic. This provides a consistent explanation for the apparent but
so far unexplained similarity between sea level variations and
southern temperatures. Additional model simulations show that
the same mechanism works equally well for freshwater input into
the North Pacific, whereas it does not operate for freshwater input in
the Southern Ocean, where zonal density anomalies cannot be
established.

The thermal–freshwater seesaw
The direct effect of freshwater release on the meridional heat flux in
the South Atlantic suggests a modification of the thermal bipolar
seesaw concept20. Assuming that the Southern Ocean acts like a heat
reservoir, we propose the following approximation relating the
freshwater flux F and the temperature anomalies TN, TS of the

northern and southern region relative to equilibrium climate:

dðTSÞ=dt ¼ ð2aTN þ bF2TSÞ=t ð1Þ
where t is a typical thermal response timescale of the southern heat
reservoir. In this concept, the southern reservoir temperature is
controlled by the sum of a meridional oceanic heat transport due to
the thermohaline circulation that is assumed to be proportional to
(2aTN 2 TS) (ref. 20), and an oceanic heat transport that is
proportional to (bF 2 TS), related to the freshwater input into
the North Atlantic.
The three parameters in equation (1) are now determined by a

series of transient simulations using the CGAOM (see Methods) in
which the circulation is perturbed by a range of different freshwater
discharges. The best fit yields a timescale t of 114 yr; values for a and
b are given in the Methods section. This timescale is considerably
shorter than the one determined for the original thermal bipolar
seesaw fitted to observations20, whichwas of the order of 1,000 yr. In
contrast, our new thermal–freshwater seesaw is based solely on the
comprehensive CGAOM, and its agreement with palaeoclimatic
proxy data provides an independent check of its validity. The
extended thermal–freshwater seesaw concept is able to explain the
timing and amplitude of the southern temperature response in the
CGAOM in Fig. 1 with very high accuracy. We find that large
changes in the freshwater discharge F contribute up to one-third to
the amplitude of the southern temperature response TS, and that
the timescale t is consistent with a thermal inertia timescale of the
upper 1,000m of the Southern Ocean.

An illustrative sequence of climate events
Forcing the CGAOM by freshwater discharge into the North
Atlantic in a transient multi-millennial simulation reveals a picture
of abrupt climate events that resolves a number of questions that
emerged from earlier modelling studies. The illustrative freshwater
scenario assumed in Fig. 3 causes large and abrupt changes in the
North Atlantic deepwater formation and thus also in the air
temperature of the North Atlantic region and Greenland with a
magnitude ofmore than 15 8C in the convection regions. Changes in
the modelled Antarctic temperature are up to about 5 8C and are
controlled both by the temperature in the North Atlantic and by the
amount of fresh water. Recent proxy estimates suggest changes in
Antarctic temperature during the glacial of 2 to 4 8C (refs 25–27).
This indicates that the peak of northern freshwater input mimicking
a Heinrich surge, although intentionally chosen large here to
illustrate its effect, is probably at the upper limit. The resulting
sea level change of 30m also suggests that the freshwater amplitude,
although consistent with the largest estimate of sea level variations12,
is chosen rather high. The apparent lead of the peak Antarctic
warming to the Greenland transition T2 depends on the shape of the
freshwater discharge and would be smaller if fresh water was
decreased more rapidly. Using the illustrative freshwater scenarios,
the CGAOM simulates two types of events in the North Atlantic, a
transition from a weak to a strong meridional overturning state
(transition T1 in Fig. 3) and a transition from a stratified Atlantic
without deepwater formation to a strong overturning state (tran-
sition T2). The spatial patterns (shown in Fig. 4) of temperature and
precipitation changes of transition T2 suggest that climate changes
following a Heinrich event were large in amplitude and seen in most
regions of the globe. The qualitativemodel response is consistentwith
proxy reconstructions indicating broad cooling of the Southern
Hemisphere and warming of the Northern Hemisphere during
interstadial phases1 and, for example, higher accumulation in
Greenland, warmer and wetter conditions in Europe37, wet con-
ditions in most of northern subtropical Asia38 and Arabia39, as well
as increased rainfall over the Cariaco basin40. Many proxies distant
from the North Atlantic record the large DO events following a
Heinrich event (for example, DO events 8, 12) but not all of the
smaller ones (for example, DO events 9, 13)40. This is qualitatively

Figure 3 Time evolution of the THC and global sea level and corresponding changes in

polar near-surface air temperature in an illustrative scenario of freshwater discharge into

the North Atlantic. The fresh water (a) causes abrupt shifts in the North Atlantic deepwater
formation (b). The associated massive and abrupt warming events simulated over
Greenland (c) and the North Atlantic region are reminiscent of the DO events observed in

palaeorecords from the last glacial epoch. Antarctic temperature (d) is influenced by the
THC and directly by the freshwater discharge into the North Atlantic. This explains why

changes in sea level (e, detrended integral of freshwater input) resemble but lag notably
Antarctic temperature, consistent with the proxy reconstructions. Freshwater discharge in

this scenario integrates to 30m sea-level change, the upper limit of published values.
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FIG. 4. Schematic illustrating the Kelvin wave response to a prescribed anomaly in thermohaline
overturning on the northern boundary of basin 1. The associated pressure anomaly is in geostrophic
balance and consequently reduces in amplitude as it propagates southward as a Kelvin wave along
the western boundary (1). The resulting small thermocline displacement is transmitted across the
equator but does not reamplify as the Kelvin wave travels poleward on the eastern side of basin
1 (2). Having propagated around the cape separating the two basins, the Kelvin wave is further
reduced in amplitude as it travels equatorward along the western boundary of basin 2 (3). The
response on the eastern boundary of basin 2 is therefore smaller than that on the eastern boundary
of basin 1 and depends upon the latitude fS. Rossby waves communicate the reduced pressure
anomaly into the interior of each basin.

FIG. 5. Variation of the basin factor | A2/A1 | with frequency and
with the southern extent of the dividing land mass fS.

This is the maximum Rossby wave transit time in the
system (which in this idealized ocean geometry occurs
on the northern boundary of each basin).
In physical terms, the eastern boundary response in

basin 2 is smaller than the response in basin 1 because
the anomaly in thermocline thickness, having propa-
gated around the dividing land mass as a Kelvin wave,
is reduced in amplitude as it travels equatorward in close
to geostrophic balance along the western boundary of
basin 2 (Johnson and Marshall 2002a and Fig. 4). One
might imagine, therefore, that the closer the southern

connection between ocean basins is to the equator, the
larger the amplitude of variability will be in basin 2.
This relationship is apparent in the variation of the basin
factor |A2/A1 | with the southern extent of the dividing
land mass (Fig. 5). If the zonal channel connecting two
basins occurs exactly on the equator, there is no differ-
ence in the amplitude of variability between them.

b. Meridional overturning anomalies

Dividing Eq. (16) by TN1 and substituting for T0 using
Eq. (14) gives an expression for the amplitude of var-
iability in meridional transport throughout basin 1:

fg9H A2 (2ivL )/c11 2 2 Rc[1 2 e ] dfE1 2f AS 1 fT S1 (f, v) 5 .
fNTN1 g9H A2 (2ivL )/c11 2 2 Rc[1 2 e ] dfE1 2f AS 1 fS

(19)

This equation is general—it does not rely upon the fact
that the two basins are identical but applies to the case
of any two basins that extend south of the equator to
the same latitude fS.
Transport anomalies in basin 2 can be obtained by

treating it as a single basin, forced on its southern
boundary by the variability that remains after the am-

Schematic of Kelvin wave response to a prescribed anomaly in thermohaline overturning on the northern 
boundary of basin 1. The associated pressure anomaly is in geostrophic balance and consequently 
reduces in amplitude as it propagates southward as a Kelvin wave along the western boundary (1). The 
resulting small thermocline displacement is transmitted across the equator but does not reamplify as the 
Kelvin wave travels poleward on the eastern side of basin 1 (2). Having propagated around the cape 
separating the two basins, the Kelvin wave is further reduced in amplitude as it travels equatorward 
along the western boundary of basin 2 (3). The response on the eastern boundary of basin 2 is therefore 
smaller than that on the eastern boundary of basin 1 and depends upon the latitude fS. Rossby waves 
communicate the reduced pressure anomaly into the interior of each basin. 
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FIG. 12. Global ocean schematic. The direction of Kelvin wave propagation between basins
is shown by dashed arrows. The Atlantic (shaded) is treated as staircase shaped and includes
the unbounded areas of ocean to the south of the Indian and Pacific basins. Rossby waves
(solid arrows) reaching its western side have propagated from three separate eastern boundary
regions. The geostrophic flow into the Indian and Pacific basins is shown by bold face straight
arrows. Basins are defined by the 500-m isobath; fN 5 658N, f I 5 368S, fP 5 458S, and
fS 5 568S.

fNg9H LI2 (h 2 h ) 5 Rc h t 2 2 h (t) df, (32)I A E I I1 2[ ]f cI fI

and
g9H g9H

T 1 (h 2 h ) 1 (h 2 h )N P I I Af fP I

fN LA5 Rc h t 2 2 h (t) dfE A A1 2[ ]cfI

fI LA1 Rc h t 2 2 h (t) dfE I I1 2[ ]cfP

fP LA1 Rc h t 2 2 h (t) df. (33)E P P1 2[ ]cfS

Both the forcing and the response in each basin are
assumed to be periodic, as before:

ivtT 5 T e ,N 0

ivth 5 h 1 Ae ,A 0

ivth 5 h 1 Ie , andI 0

ivth 5 h 1 Pe , (34)P 0

where A, I, and P are the amplitudes of variability in
he in the Atlantic, Indian, and Pacific, respectively. After
dividing through by eivt, Eqs. (31)–(33) become

fNg9H
(2ivL )/cP(P 2 I ) 5 P Rc[1 2 e ] df, (35)Ef P fP

fNg9H
(2ivL )/cI(I 2 A) 5 I Rc[1 2 e ] df, and (36)Ef I fI

g9H g9H
T 1 (P 2 I) 1 (I 2 A)0 f fP I

fN

(2ivL )/cA5 2A Rc[1 2 e ] dfE
fI

fI

(2ivL )/cA2 I Rc[1 2 e ] dfE
fP

fP

(2ivL )/e.A2 P Rc[1 2 e ] df. (37)E
fS

a. Basin factors

Equations (35) and (36) can be rearranged to give the
ratio of the eastern boundary responses in adjacent ba-
sins:

g9H
P fP5 and (38)

fNI g9H
(2ivL )/cP2 Rc[1 2 e ] dfEf P fP

g9H
I f I5 . (39)

fNA g9H
(2ivL )/cI2 Rc[1 2 e ] dfEf I fI

The ratio of the response in the Pacific to that in the
Atlantic, P/A, can be found by multiplying these two
expressions together. To calculate these ratios for the
real global ocean, all that is required is the width of
each basin as a function of latitude and the integral

Global Teleconnections of Meridional Overturning Circulation Anomalies 

HELEN L. JOHNSON* AND DAVID P. MARSHALL  2004
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Heinrich events
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Heinrich Events: Observations

https://en.wikipedia.org/wiki/Heinrich_event

Ice rafted debris layers marking Heinrich events: 
major glacier discharge events from the 
Laurentide ice sheet to the North Atlantic, every 
7–10,000 years 
(http://www/ncdc.noaa.gove/paleo/slides/ 

http://www/ncdc.noaa.gove/paleo/slides/
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Heinrich events, outline 

1. Binge-purge, time scale, isolated basal conditions. BUT: moulins 
2. ice shelf collapse, hydrofracturing 
3. MISI
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Heinrich Events: Observations, vs DO events

Comparison of percent abundance of detrital carbonate in the coarse fraction of 
Deep Sea Drilling Program Site 609 to the δ18O of the Greenland Ice Sheet 
Project 2 ice core (Modified from Grootes et al., 1993). 
https://scholarship.claremont.edu/cgi/viewcontent.cgi?article=2920&context=scripps_theses  
McIlvaine, Ava, "Influence of Iceberg-Discharge Events on the Climate and Circulation of the Central North Atlantic Ocean During the Last 
Glaciation" (2021). Scripps Senior Theses. 1903. https://scholarship.claremont.edu/scripps_theses/1903 

https://scholarship.claremont.edu/cgi/viewcontent.cgi?article=2920&context=scripps_theses
https://scholarship.claremont.edu/scripps_theses/1903
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Heinrich Events: Observations

Isotach maps of the Heinrich layers in the 
North Atlantic: (a) H1, (b) H2, (c) H4, and (d) 
H5. Contour intervals are 10 cm. Data and 
data sources are given in Table 1. 

(Hemming 2004)

rafted detritus (IRD) belt of Ruddiman [1977]. The layers
are generally considered to fall within six brief time
intervals during the last glacial period, which are labeled
‘‘H1’’ through ‘‘H6’’ from youngest to oldest [Bond et al.,
1992; Broecker et al., 1992].
[4] In the North Atlantic the Heinrich layers are also

anomalous in their abundance of detrital carbonate [Bond
et al., 1992; Broecker et al., 1992]. Parallel observations

of high detrital carbonate concentrations within approxi-
mately correlative intervals [Andrews and Tedesco, 1992]
suggested that the Heinrich layers were formed by ‘‘arma-
das of icebergs’’ launched from Hudson Strait [Broecker et
al., 1992]. Hudson Strait is a major trough and likely the
location of an ice stream capable of draining the eastern
portion of the Laurentide ice sheet. MacAyeal [1993]
proposed a ‘‘binge-purge’’ mechanism, which could oper-

Figure 1. Ice-rafted detritus (IRD) data for North Atlantic sediment cores with Heinrich layers. Most of
the data are the percentage of lithic grains in the >150 mm fraction; however, the data from ME69-17
[Heinrich, 1988] is the percentage of lithic grains in the 180–3000 mm fraction. Also shown is the record
of number of lithic grains >150 mm per gram of dry sediment from core V28-82. The map shows the
location of the cores. Data sources are CH69-K09 [Labeyrie et al., 1999], V23-14 [Hemming and Hajdas,
2003], SU90-08 [Grousset et al., 1993], V28-82 [Gwiazda et al., 1996a;McManus et al., 1998; Hemming
et al., 1998], DSDP609 [Broecker et al., 1992; Bond et al., 1992], and ME69-17 [Heinrich, 1988].

RG1005 Hemming: HEINRICH EVENTS

2 of 43

RG1005

Figure 1. Ice-rafted detritus (IRD) data for North 
Atlantic sediment cores with Heinrich layers. 
showing % of lithic grains in the >150 mm 
fraction; ME69-17 : % of lithic grains in the 180–
3000 mm fraction. map: location of cores.
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Global-mean sea level rise associated with Heinrich events

0.4 m–4 m sea level rise (H1 and H2, Dowdswell,1995) 

~3 m sea level rise (Alley and MacAyeal,1993)  

0.1 m–20 m sea level rise (Hemming, 2004) 
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•Glacier discharges every 7,000−10,000 years (Heinrich 1988; Broecker et al. 92; Bond et al. 92) 

Heinrich events
Glacier discharges every 7,000-10,000 years (Heinrich 1988; Broecker et al
92; Bond et al 92)

Colder NA temperatures during glacier discharges (Bard et al 00)

Abrupt warming to interglacial temperatures for ∼ 1−2 kyr, starting < 1
kyr after discharge, (Dansgaard et al 93; Bond et al 93)

Simultaneous/ related glacier discharges
from ice sheets around North Atlantic (Bond
& Lotti 95; Elliot et al 98; Fronval et al 95): Hudson
Bay, Icelandic, Gulf of St. Lawrence,
British, Barents-Sea ice sheets.

“Precursor” events: smaller ice sheets
(e.g. Icelandic) discharge glaciers just prior
to LIS (Bond, Lotti 95; Bond et al 99)
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•Glacier discharges every 7,000−10,000 years (Heinrich 1988; Broecker et al. 92; Bond et al. 92) 

• Colder NA temperatures during glacier discharges (Bard et al. 00)

• Abrupt warming to interglacial temperatures for ∼1−2 kyr, starting <1 kyr 
after discharge (Dansgaard et al. 93; Bond et al. 93) 

• Simultaneous/ related glacier discharges from ice sheets around the North 
Atlantic (Bond & Lotti 95; Elliot et al. 98; Fronval et al. 95): Hudson Bay, Icelandic, Gulf of St. 
Lawrence, British, Barents-Sea ice sheets. 

• “Precursor” events: smaller ice sheets (e.g., Icelandic)                    
discharge glaciers just prior to LIS (Bond, Lotti 95; Bond et al. 99) 

• Sea level signal: 0.3−30 m

Heinrich events
Glacier discharges every 7,000-10,000 years (Heinrich 1988; Broecker et al
92; Bond et al 92)

Colder NA temperatures during glacier discharges (Bard et al 00)

Abrupt warming to interglacial temperatures for ∼ 1−2 kyr, starting < 1
kyr after discharge, (Dansgaard et al 93; Bond et al 93)

Simultaneous/ related glacier discharges
from ice sheets around North Atlantic (Bond
& Lotti 95; Elliot et al 98; Fronval et al 95): Hudson
Bay, Icelandic, Gulf of St. Lawrence,
British, Barents-Sea ice sheets.

“Precursor” events: smaller ice sheets
(e.g. Icelandic) discharge glaciers just prior
to LIS (Bond, Lotti 95; Bond et al 99)
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Rignot et al. 2011

Ice streams: Ice Velocities for the Antarctic Ice Sheet
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Rignot et al. 2011

Ice streams: Ice Velocities for the Antarctic Ice Sheet
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Rignot et al. 2011

Ice streams: Ice Velocities for the Antarctic Ice Sheet
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Stokes & Clark 2001

Proposed Paleo-Ice Streams
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the finite thickness of the ice sheet. This simplification has 
little bearing on the outcome of the following analysis other 
than to simplify the mathematics. (I justify a posteriori dis- 
regarding of the ice sheet's finite depth by the fact that the 
thermal effects of harmonic surface forcing are so strongly 
attenuated with depth.) Consider the temperature field O(z, t) 
in the domain z < 0 subject to harmonic temperature varia- 
tion at z = O: 

0(0, t) = A0 cos(wt) (1) 

where A0 is the amplitude of an external climate forcing and 
o) = 2.84 x 10 -11 s -1 is the frequency associated with a 
7,000-year oscillation. The temperature field at depth z < 0 
is the solution of the heat equation subject to equation (1) as 
one boundary condition and 0 z --> 0 as z --• -•. The heat 
equation appropriate for ice sheet considerations is 

Ot + w . 0 z = tcOzz (2) 

where t is time, z is the vertical coordinate (negative down- 
ward), tc = 1.4 x 10 -6 m 2 s -1 is the thermal diffusivity of 
ice (its slight variation with ice density and temperature is 
disregarded), w(z, t) is the vertical ice velocity (taken to be 
negative downward) associated with the effects of ice flow 
and snow accumulation, and subscripts t and z denote par- 
tial differentiation with respect to the subscript variable. To 
solve equation (2) analytically, it is necessary to simplify 
the vertical velocity field. For the purposes of evaluating 
an external cause of Heinrich events, it is adequate to take 
w(z, t) = Wo < 0 as a constant downward moving flow 
equal to the snow accumulation rate (in meters of ice equiva- 
lent per year). 

The solution of equation (2), subject to the periodic 
boundary condition represented by equation (1) and the sim- 
plified vertical velocity, is 

O(z, t) = A0 exp • (3) 
ß cos(cot + •j 

for Wo = 0 [Carslaw and Jaeger, 1988, section 2.6] and 

0(z, t) = A0 exp • + zV/'•cos -• (4) 
ß COS (wt + z•r•sin •) 

for Wo % 0 [Carslaw and Jaeger, 1988, section 15.2], where 

f Wo 2 i•) ae i• = !k4tc2 -3-- (5) 
The first expression, equation (3), represents the thermal 
conditions that would exist in the absence of snow accu- 

mulation. The second expression, equation (4) represents the 
more realistic conditions in which downward ice movement 

in response to snow accumulation facilitates the vertical pen- 
etration of surface temperature variations. 

In both solutions, the O(z, t) is characterized by 'an expo- 
nentially damped sinusdid. The e-fold decay scale for the 
motionless ice column, equation (3), is x/•'•-/w = 314 m and 
is only a small fraction of the thickness of ice expected over 
Hudson Bay. In this circumstance, a harmonic surface tem- 
perature variation with an amplitude A0 of 5 ø yields a mere 
0.00035 ø temperature oscillation at a depth of z -- -3000 
m, the approximate thickness of the Hudson Bay ice cover 
(e.g., Denton and Hughes [1981], not counting an additional 
1000-m thickness resulting from isostatic depression of the 
bea). 

For a constant vertical velocity field comparable to the 
accumulation rate at the summit of the Greenland ice sheet 

[e.g., Alley et al., 1993], Wo • -0.25 m yr -• (ice equiva- 
lent), the e-fold decay scale is [v/'•sin(qb/2) + (Wo/2tc)] -• = 
970 m. Vertical velocity permits deeper penetration of the 
surface temperature signal, but the attenuation at z = -3000 
m is still significant. A surface temperature variation with 
A0 = 5 ø is damped to 0.23 ø at z = -3000 m. If more re- 
alistic z and t variation of w(z, t) were to be considered, 
the e-fold decay scale of 0(z, t) would not be so simple 
to express. It is likely, however, to lie between the 314-m 
and 970-m values estimated for the two extremes of Wo dis- 
cussed earlier. 

While it is possible that the exceedingly attenuated cy- 
cle of basal temperature associated with surface temperature 
variation could be a cause of Heinrich events, I believe this 
to be unlikely. The free oscillation mechanism to be devel- 
oped next provides a simpler and, in my view, more plausi- 
ble explanation. 

3.0. A KITCHEN-BUILT BINGE/PURGE OSCILLATOR 

Before delving into the dynamics and thermodynamics 
of the LIS, it is instructive to describe a simple kitchen- 
built experimental device that captures the behavior quali- 
ties needed to explain Heinrich eventsß Consider the axle- 
mounted container sketched in Figure 1. Initially, this con- 
tainer sits upright on the axle, because its center of mass is 
assumed to lie between the bottom of the container and the 

axle. As water drips slowly into the container, the center of 
mass slowly rises to the point where it exceeds the level of 
the axle. At this point, the container becomes unstable and 
flips upside down to purge its contents onto the floor of the 
kitchen. Once the container has emptied, it flips back to the 
upright position and begins again to fill slowly with water. 

binge phase 
(slow) 

ß 

ß 

purge phase 
(fast) 

Fig. 1. A simple kitchen-built oscillator which captures the 
basic idea of the Heinrich event cycle of the Laurentide ice 
sheet. 
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Fig. 2. A conceptual view of the temperature-depth profile O(y) in an ice column during the binge/purge cycle of the Laurentide 
ice sheet. Vertical elevation from the base of the ice column is denoted by y and 0 represents temperature. The annual average 
sea level atmospheric temperature is denoted by Osl. The melting temperature of ice is represented by the black triangles. The 
four graphs surrounding the central circle display the sequence of states through which the ice column evolves during a complete 
cycle. Time passage is represented by counterclockwise progression through the sequence of graphs. 
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Hypothesis 1: MacAyeal’s (1993) Binge-purge oscillator
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Ice sheet ocean sea ice atmosphere

(idealized model only) MacAyeal’s (1993) Binge-purge oscillator, except that:
since we use a fully coupled model, the snow accumulation rate and the
atmospheric temperature as function of time are calculated rather than
specified. A different mechanism for the periodic collapses of the LIS could be
incorporated into our mechanism with no difficulty...
Glacier height eqn (growth): dH(t)

dt = Acc(t)−Abl(t)
Glacier height eqn (collapse): dH(t)

dt =−H/τ

Glacier heat (diffusion) eqn: ∂T (t,z)
∂t = κ

Cicep ρice
∂2T (t,z)

∂z2

or, in terms of ζ = z
H(t) : ∂T (t,ζ)

∂t = κ
Cicep ρiceH(t)2

∂2T (t,ζ)
∂ζ2 + ∂T (t,ζ)

∂ζ(t)
ζ(Acc(t)−Abl(t))

H(t)

T boundary conditions: ∂T (t,0)
∂ζ(t) = H(t)G

κ ; T (t,1) = θ(t)−ΓH(t)≡ Ttop(t)

Accumulation rate: Acc(t) = Qatm−oceanS
Area ∗ e

−H(t)
Z0

. – p.18/35

Hypothesis 1: MacAyeal’s (1993) Binge-purge oscillator
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Binge-purge oscillator (MacAyeal 93) and what it
does not explain

1. Laurentide Ice Sheet (LIS) thickens due to snow accumulation (binge
stage); geothermal heat is trapped at the base of thick & insulating LIS

2. Geothermal heating melts the glacier base, reduces bottom friction⇒
glaciers from ice sheets slide into North Atlantic ocean (purge stage)

3. The thiner glacier then allows geothermal heat to diffuse out, base
refreezes, cycle repeats
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Glacier (“LIS”) height as function of
time during a few Heinrich cycles. col-
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⇒ No explanation of simultaneous discharge, precursor events, abrupt
warming events

. – p.7/35

•Laurentide Ice Sheet (LIS) thickens due to snow accumulation (binge 
stage); geothermal heat is trapped at the base of thick & insulating LIS 

•Geothermal heating melts glacier base, reduces bottom friction ➨ ice 
sheet slides into North Atlantic ocean (purge stage) 

•Thiner glacier allows geothermal heat to diffuse out, base refreezes, cycle 
repeats

Glacier height as a function of time during a few Heinrich 
cycles. Colors indicate temperature within ice sheet.

Hypothesis 1: MacAyeal’s (1993) Binge-purge oscillator

Kaspi, Sayag, Tziperman 2004
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Hypothesis 1: MacAyeal’s (1993) Binge-purge oscillator

at surface, z=0:  

advection diffusion equation: 

for w=0: 

so decaying oscillations, with a decay scale   

➨ effectively no signal of surface variability at z=−2 km. 

(solution for w=W=constant representing ice flow/ accumulation: same idea)
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the finite thickness of the ice sheet. This simplification has 
little bearing on the outcome of the following analysis other 
than to simplify the mathematics. (I justify a posteriori dis- 
regarding of the ice sheet's finite depth by the fact that the 
thermal effects of harmonic surface forcing are so strongly 
attenuated with depth.) Consider the temperature field O(z, t) 
in the domain z < 0 subject to harmonic temperature varia- 
tion at z = O: 

0(0, t) = A0 cos(wt) (1) 

where A0 is the amplitude of an external climate forcing and 
o) = 2.84 x 10 -11 s -1 is the frequency associated with a 
7,000-year oscillation. The temperature field at depth z < 0 
is the solution of the heat equation subject to equation (1) as 
one boundary condition and 0 z --> 0 as z --• -•. The heat 
equation appropriate for ice sheet considerations is 

Ot + w . 0 z = tcOzz (2) 

where t is time, z is the vertical coordinate (negative down- 
ward), tc = 1.4 x 10 -6 m 2 s -1 is the thermal diffusivity of 
ice (its slight variation with ice density and temperature is 
disregarded), w(z, t) is the vertical ice velocity (taken to be 
negative downward) associated with the effects of ice flow 
and snow accumulation, and subscripts t and z denote par- 
tial differentiation with respect to the subscript variable. To 
solve equation (2) analytically, it is necessary to simplify 
the vertical velocity field. For the purposes of evaluating 
an external cause of Heinrich events, it is adequate to take 
w(z, t) = Wo < 0 as a constant downward moving flow 
equal to the snow accumulation rate (in meters of ice equiva- 
lent per year). 

The solution of equation (2), subject to the periodic 
boundary condition represented by equation (1) and the sim- 
plified vertical velocity, is 

O(z, t) = A0 exp • (3) 
ß cos(cot + •j 

for Wo = 0 [Carslaw and Jaeger, 1988, section 2.6] and 

0(z, t) = A0 exp • + zV/'•cos -• (4) 
ß COS (wt + z•r•sin •) 

for Wo % 0 [Carslaw and Jaeger, 1988, section 15.2], where 

f Wo 2 i•) ae i• = !k4tc2 -3-- (5) 
The first expression, equation (3), represents the thermal 
conditions that would exist in the absence of snow accu- 

mulation. The second expression, equation (4) represents the 
more realistic conditions in which downward ice movement 

in response to snow accumulation facilitates the vertical pen- 
etration of surface temperature variations. 

In both solutions, the O(z, t) is characterized by 'an expo- 
nentially damped sinusdid. The e-fold decay scale for the 
motionless ice column, equation (3), is x/•'•-/w = 314 m and 
is only a small fraction of the thickness of ice expected over 
Hudson Bay. In this circumstance, a harmonic surface tem- 
perature variation with an amplitude A0 of 5 ø yields a mere 
0.00035 ø temperature oscillation at a depth of z -- -3000 
m, the approximate thickness of the Hudson Bay ice cover 
(e.g., Denton and Hughes [1981], not counting an additional 
1000-m thickness resulting from isostatic depression of the 
bea). 

For a constant vertical velocity field comparable to the 
accumulation rate at the summit of the Greenland ice sheet 

[e.g., Alley et al., 1993], Wo • -0.25 m yr -• (ice equiva- 
lent), the e-fold decay scale is [v/'•sin(qb/2) + (Wo/2tc)] -• = 
970 m. Vertical velocity permits deeper penetration of the 
surface temperature signal, but the attenuation at z = -3000 
m is still significant. A surface temperature variation with 
A0 = 5 ø is damped to 0.23 ø at z = -3000 m. If more re- 
alistic z and t variation of w(z, t) were to be considered, 
the e-fold decay scale of 0(z, t) would not be so simple 
to express. It is likely, however, to lie between the 314-m 
and 970-m values estimated for the two extremes of Wo dis- 
cussed earlier. 

While it is possible that the exceedingly attenuated cy- 
cle of basal temperature associated with surface temperature 
variation could be a cause of Heinrich events, I believe this 
to be unlikely. The free oscillation mechanism to be devel- 
oped next provides a simpler and, in my view, more plausi- 
ble explanation. 

3.0. A KITCHEN-BUILT BINGE/PURGE OSCILLATOR 

Before delving into the dynamics and thermodynamics 
of the LIS, it is instructive to describe a simple kitchen- 
built experimental device that captures the behavior quali- 
ties needed to explain Heinrich eventsß Consider the axle- 
mounted container sketched in Figure 1. Initially, this con- 
tainer sits upright on the axle, because its center of mass is 
assumed to lie between the bottom of the container and the 

axle. As water drips slowly into the container, the center of 
mass slowly rises to the point where it exceeds the level of 
the axle. At this point, the container becomes unstable and 
flips upside down to purge its contents onto the floor of the 
kitchen. Once the container has emptied, it flips back to the 
upright position and begins again to fill slowly with water. 
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the finite thickness of the ice sheet. This simplification has 
little bearing on the outcome of the following analysis other 
than to simplify the mathematics. (I justify a posteriori dis- 
regarding of the ice sheet's finite depth by the fact that the 
thermal effects of harmonic surface forcing are so strongly 
attenuated with depth.) Consider the temperature field O(z, t) 
in the domain z < 0 subject to harmonic temperature varia- 
tion at z = O: 

0(0, t) = A0 cos(wt) (1) 

where A0 is the amplitude of an external climate forcing and 
o) = 2.84 x 10 -11 s -1 is the frequency associated with a 
7,000-year oscillation. The temperature field at depth z < 0 
is the solution of the heat equation subject to equation (1) as 
one boundary condition and 0 z --> 0 as z --• -•. The heat 
equation appropriate for ice sheet considerations is 

Ot + w . 0 z = tcOzz (2) 

where t is time, z is the vertical coordinate (negative down- 
ward), tc = 1.4 x 10 -6 m 2 s -1 is the thermal diffusivity of 
ice (its slight variation with ice density and temperature is 
disregarded), w(z, t) is the vertical ice velocity (taken to be 
negative downward) associated with the effects of ice flow 
and snow accumulation, and subscripts t and z denote par- 
tial differentiation with respect to the subscript variable. To 
solve equation (2) analytically, it is necessary to simplify 
the vertical velocity field. For the purposes of evaluating 
an external cause of Heinrich events, it is adequate to take 
w(z, t) = Wo < 0 as a constant downward moving flow 
equal to the snow accumulation rate (in meters of ice equiva- 
lent per year). 

The solution of equation (2), subject to the periodic 
boundary condition represented by equation (1) and the sim- 
plified vertical velocity, is 

O(z, t) = A0 exp • (3) 
ß cos(cot + •j 

for Wo = 0 [Carslaw and Jaeger, 1988, section 2.6] and 

0(z, t) = A0 exp • + zV/'•cos -• (4) 
ß COS (wt + z•r•sin •) 

for Wo % 0 [Carslaw and Jaeger, 1988, section 15.2], where 

f Wo 2 i•) ae i• = !k4tc2 -3-- (5) 
The first expression, equation (3), represents the thermal 
conditions that would exist in the absence of snow accu- 

mulation. The second expression, equation (4) represents the 
more realistic conditions in which downward ice movement 

in response to snow accumulation facilitates the vertical pen- 
etration of surface temperature variations. 

In both solutions, the O(z, t) is characterized by 'an expo- 
nentially damped sinusdid. The e-fold decay scale for the 
motionless ice column, equation (3), is x/•'•-/w = 314 m and 
is only a small fraction of the thickness of ice expected over 
Hudson Bay. In this circumstance, a harmonic surface tem- 
perature variation with an amplitude A0 of 5 ø yields a mere 
0.00035 ø temperature oscillation at a depth of z -- -3000 
m, the approximate thickness of the Hudson Bay ice cover 
(e.g., Denton and Hughes [1981], not counting an additional 
1000-m thickness resulting from isostatic depression of the 
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the finite thickness of the ice sheet. This simplification has 
little bearing on the outcome of the following analysis other 
than to simplify the mathematics. (I justify a posteriori dis- 
regarding of the ice sheet's finite depth by the fact that the 
thermal effects of harmonic surface forcing are so strongly 
attenuated with depth.) Consider the temperature field O(z, t) 
in the domain z < 0 subject to harmonic temperature varia- 
tion at z = O: 

0(0, t) = A0 cos(wt) (1) 

where A0 is the amplitude of an external climate forcing and 
o) = 2.84 x 10 -11 s -1 is the frequency associated with a 
7,000-year oscillation. The temperature field at depth z < 0 
is the solution of the heat equation subject to equation (1) as 
one boundary condition and 0 z --> 0 as z --• -•. The heat 
equation appropriate for ice sheet considerations is 

Ot + w . 0 z = tcOzz (2) 

where t is time, z is the vertical coordinate (negative down- 
ward), tc = 1.4 x 10 -6 m 2 s -1 is the thermal diffusivity of 
ice (its slight variation with ice density and temperature is 
disregarded), w(z, t) is the vertical ice velocity (taken to be 
negative downward) associated with the effects of ice flow 
and snow accumulation, and subscripts t and z denote par- 
tial differentiation with respect to the subscript variable. To 
solve equation (2) analytically, it is necessary to simplify 
the vertical velocity field. For the purposes of evaluating 
an external cause of Heinrich events, it is adequate to take 
w(z, t) = Wo < 0 as a constant downward moving flow 
equal to the snow accumulation rate (in meters of ice equiva- 
lent per year). 

The solution of equation (2), subject to the periodic 
boundary condition represented by equation (1) and the sim- 
plified vertical velocity, is 

O(z, t) = A0 exp • (3) 
ß cos(cot + •j 

for Wo = 0 [Carslaw and Jaeger, 1988, section 2.6] and 

0(z, t) = A0 exp • + zV/'•cos -• (4) 
ß COS (wt + z•r•sin •) 

for Wo % 0 [Carslaw and Jaeger, 1988, section 15.2], where 

f Wo 2 i•) ae i• = !k4tc2 -3-- (5) 
The first expression, equation (3), represents the thermal 
conditions that would exist in the absence of snow accu- 

mulation. The second expression, equation (4) represents the 
more realistic conditions in which downward ice movement 

in response to snow accumulation facilitates the vertical pen- 
etration of surface temperature variations. 

In both solutions, the O(z, t) is characterized by 'an expo- 
nentially damped sinusdid. The e-fold decay scale for the 
motionless ice column, equation (3), is x/•'•-/w = 314 m and 
is only a small fraction of the thickness of ice expected over 
Hudson Bay. In this circumstance, a harmonic surface tem- 
perature variation with an amplitude A0 of 5 ø yields a mere 
0.00035 ø temperature oscillation at a depth of z -- -3000 
m, the approximate thickness of the Hudson Bay ice cover 
(e.g., Denton and Hughes [1981], not counting an additional 
1000-m thickness resulting from isostatic depression of the 
bea). 

For a constant vertical velocity field comparable to the 
accumulation rate at the summit of the Greenland ice sheet 

[e.g., Alley et al., 1993], Wo • -0.25 m yr -• (ice equiva- 
lent), the e-fold decay scale is [v/'•sin(qb/2) + (Wo/2tc)] -• = 
970 m. Vertical velocity permits deeper penetration of the 
surface temperature signal, but the attenuation at z = -3000 
m is still significant. A surface temperature variation with 
A0 = 5 ø is damped to 0.23 ø at z = -3000 m. If more re- 
alistic z and t variation of w(z, t) were to be considered, 
the e-fold decay scale of 0(z, t) would not be so simple 
to express. It is likely, however, to lie between the 314-m 
and 970-m values estimated for the two extremes of Wo dis- 
cussed earlier. 

While it is possible that the exceedingly attenuated cy- 
cle of basal temperature associated with surface temperature 
variation could be a cause of Heinrich events, I believe this 
to be unlikely. The free oscillation mechanism to be devel- 
oped next provides a simpler and, in my view, more plausi- 
ble explanation. 
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Before delving into the dynamics and thermodynamics 
of the LIS, it is instructive to describe a simple kitchen- 
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ties needed to explain Heinrich eventsß Consider the axle- 
mounted container sketched in Figure 1. Initially, this con- 
tainer sits upright on the axle, because its center of mass is 
assumed to lie between the bottom of the container and the 

axle. As water drips slowly into the container, the center of 
mass slowly rises to the point where it exceeds the level of 
the axle. At this point, the container becomes unstable and 
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the finite thickness of the ice sheet. This simplification has 
little bearing on the outcome of the following analysis other 
than to simplify the mathematics. (I justify a posteriori dis- 
regarding of the ice sheet's finite depth by the fact that the 
thermal effects of harmonic surface forcing are so strongly 
attenuated with depth.) Consider the temperature field O(z, t) 
in the domain z < 0 subject to harmonic temperature varia- 
tion at z = O: 

0(0, t) = A0 cos(wt) (1) 

where A0 is the amplitude of an external climate forcing and 
o) = 2.84 x 10 -11 s -1 is the frequency associated with a 
7,000-year oscillation. The temperature field at depth z < 0 
is the solution of the heat equation subject to equation (1) as 
one boundary condition and 0 z --> 0 as z --• -•. The heat 
equation appropriate for ice sheet considerations is 

Ot + w . 0 z = tcOzz (2) 

where t is time, z is the vertical coordinate (negative down- 
ward), tc = 1.4 x 10 -6 m 2 s -1 is the thermal diffusivity of 
ice (its slight variation with ice density and temperature is 
disregarded), w(z, t) is the vertical ice velocity (taken to be 
negative downward) associated with the effects of ice flow 
and snow accumulation, and subscripts t and z denote par- 
tial differentiation with respect to the subscript variable. To 
solve equation (2) analytically, it is necessary to simplify 
the vertical velocity field. For the purposes of evaluating 
an external cause of Heinrich events, it is adequate to take 
w(z, t) = Wo < 0 as a constant downward moving flow 
equal to the snow accumulation rate (in meters of ice equiva- 
lent per year). 

The solution of equation (2), subject to the periodic 
boundary condition represented by equation (1) and the sim- 
plified vertical velocity, is 

O(z, t) = A0 exp • (3) 
ß cos(cot + •j 

for Wo = 0 [Carslaw and Jaeger, 1988, section 2.6] and 

0(z, t) = A0 exp • + zV/'•cos -• (4) 
ß COS (wt + z•r•sin •) 

for Wo % 0 [Carslaw and Jaeger, 1988, section 15.2], where 

f Wo 2 i•) ae i• = !k4tc2 -3-- (5) 
The first expression, equation (3), represents the thermal 
conditions that would exist in the absence of snow accu- 

mulation. The second expression, equation (4) represents the 
more realistic conditions in which downward ice movement 

in response to snow accumulation facilitates the vertical pen- 
etration of surface temperature variations. 

In both solutions, the O(z, t) is characterized by 'an expo- 
nentially damped sinusdid. The e-fold decay scale for the 
motionless ice column, equation (3), is x/•'•-/w = 314 m and 
is only a small fraction of the thickness of ice expected over 
Hudson Bay. In this circumstance, a harmonic surface tem- 
perature variation with an amplitude A0 of 5 ø yields a mere 
0.00035 ø temperature oscillation at a depth of z -- -3000 
m, the approximate thickness of the Hudson Bay ice cover 
(e.g., Denton and Hughes [1981], not counting an additional 
1000-m thickness resulting from isostatic depression of the 
bea). 

For a constant vertical velocity field comparable to the 
accumulation rate at the summit of the Greenland ice sheet 

[e.g., Alley et al., 1993], Wo • -0.25 m yr -• (ice equiva- 
lent), the e-fold decay scale is [v/'•sin(qb/2) + (Wo/2tc)] -• = 
970 m. Vertical velocity permits deeper penetration of the 
surface temperature signal, but the attenuation at z = -3000 
m is still significant. A surface temperature variation with 
A0 = 5 ø is damped to 0.23 ø at z = -3000 m. If more re- 
alistic z and t variation of w(z, t) were to be considered, 
the e-fold decay scale of 0(z, t) would not be so simple 
to express. It is likely, however, to lie between the 314-m 
and 970-m values estimated for the two extremes of Wo dis- 
cussed earlier. 

While it is possible that the exceedingly attenuated cy- 
cle of basal temperature associated with surface temperature 
variation could be a cause of Heinrich events, I believe this 
to be unlikely. The free oscillation mechanism to be devel- 
oped next provides a simpler and, in my view, more plausi- 
ble explanation. 

3.0. A KITCHEN-BUILT BINGE/PURGE OSCILLATOR 

Before delving into the dynamics and thermodynamics 
of the LIS, it is instructive to describe a simple kitchen- 
built experimental device that captures the behavior quali- 
ties needed to explain Heinrich eventsß Consider the axle- 
mounted container sketched in Figure 1. Initially, this con- 
tainer sits upright on the axle, because its center of mass is 
assumed to lie between the bottom of the container and the 

axle. As water drips slowly into the container, the center of 
mass slowly rises to the point where it exceeds the level of 
the axle. At this point, the container becomes unstable and 
flips upside down to purge its contents onto the floor of the 
kitchen. Once the container has emptied, it flips back to the 
upright position and begins again to fill slowly with water. 
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basic idea of the Heinrich event cycle of the Laurentide ice 
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the finite thickness of the ice sheet. This simplification has 
little bearing on the outcome of the following analysis other 
than to simplify the mathematics. (I justify a posteriori dis- 
regarding of the ice sheet's finite depth by the fact that the 
thermal effects of harmonic surface forcing are so strongly 
attenuated with depth.) Consider the temperature field O(z, t) 
in the domain z < 0 subject to harmonic temperature varia- 
tion at z = O: 

0(0, t) = A0 cos(wt) (1) 

where A0 is the amplitude of an external climate forcing and 
o) = 2.84 x 10 -11 s -1 is the frequency associated with a 
7,000-year oscillation. The temperature field at depth z < 0 
is the solution of the heat equation subject to equation (1) as 
one boundary condition and 0 z --> 0 as z --• -•. The heat 
equation appropriate for ice sheet considerations is 

Ot + w . 0 z = tcOzz (2) 

where t is time, z is the vertical coordinate (negative down- 
ward), tc = 1.4 x 10 -6 m 2 s -1 is the thermal diffusivity of 
ice (its slight variation with ice density and temperature is 
disregarded), w(z, t) is the vertical ice velocity (taken to be 
negative downward) associated with the effects of ice flow 
and snow accumulation, and subscripts t and z denote par- 
tial differentiation with respect to the subscript variable. To 
solve equation (2) analytically, it is necessary to simplify 
the vertical velocity field. For the purposes of evaluating 
an external cause of Heinrich events, it is adequate to take 
w(z, t) = Wo < 0 as a constant downward moving flow 
equal to the snow accumulation rate (in meters of ice equiva- 
lent per year). 

The solution of equation (2), subject to the periodic 
boundary condition represented by equation (1) and the sim- 
plified vertical velocity, is 

O(z, t) = A0 exp • (3) 
ß cos(cot + •j 

for Wo = 0 [Carslaw and Jaeger, 1988, section 2.6] and 

0(z, t) = A0 exp • + zV/'•cos -• (4) 
ß COS (wt + z•r•sin •) 

for Wo % 0 [Carslaw and Jaeger, 1988, section 15.2], where 

f Wo 2 i•) ae i• = !k4tc2 -3-- (5) 
The first expression, equation (3), represents the thermal 
conditions that would exist in the absence of snow accu- 

mulation. The second expression, equation (4) represents the 
more realistic conditions in which downward ice movement 

in response to snow accumulation facilitates the vertical pen- 
etration of surface temperature variations. 

In both solutions, the O(z, t) is characterized by 'an expo- 
nentially damped sinusdid. The e-fold decay scale for the 
motionless ice column, equation (3), is x/•'•-/w = 314 m and 
is only a small fraction of the thickness of ice expected over 
Hudson Bay. In this circumstance, a harmonic surface tem- 
perature variation with an amplitude A0 of 5 ø yields a mere 
0.00035 ø temperature oscillation at a depth of z -- -3000 
m, the approximate thickness of the Hudson Bay ice cover 
(e.g., Denton and Hughes [1981], not counting an additional 
1000-m thickness resulting from isostatic depression of the 
bea). 

For a constant vertical velocity field comparable to the 
accumulation rate at the summit of the Greenland ice sheet 

[e.g., Alley et al., 1993], Wo • -0.25 m yr -• (ice equiva- 
lent), the e-fold decay scale is [v/'•sin(qb/2) + (Wo/2tc)] -• = 
970 m. Vertical velocity permits deeper penetration of the 
surface temperature signal, but the attenuation at z = -3000 
m is still significant. A surface temperature variation with 
A0 = 5 ø is damped to 0.23 ø at z = -3000 m. If more re- 
alistic z and t variation of w(z, t) were to be considered, 
the e-fold decay scale of 0(z, t) would not be so simple 
to express. It is likely, however, to lie between the 314-m 
and 970-m values estimated for the two extremes of Wo dis- 
cussed earlier. 

While it is possible that the exceedingly attenuated cy- 
cle of basal temperature associated with surface temperature 
variation could be a cause of Heinrich events, I believe this 
to be unlikely. The free oscillation mechanism to be devel- 
oped next provides a simpler and, in my view, more plausi- 
ble explanation. 

3.0. A KITCHEN-BUILT BINGE/PURGE OSCILLATOR 

Before delving into the dynamics and thermodynamics 
of the LIS, it is instructive to describe a simple kitchen- 
built experimental device that captures the behavior quali- 
ties needed to explain Heinrich eventsß Consider the axle- 
mounted container sketched in Figure 1. Initially, this con- 
tainer sits upright on the axle, because its center of mass is 
assumed to lie between the bottom of the container and the 

axle. As water drips slowly into the container, the center of 
mass slowly rises to the point where it exceeds the level of 
the axle. At this point, the container becomes unstable and 
flips upside down to purge its contents onto the floor of the 
kitchen. Once the container has emptied, it flips back to the 
upright position and begins again to fill slowly with water. 
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basic idea of the Heinrich event cycle of the Laurentide ice 
sheet. 
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role based on temperature diffusion argument (section 2, eqns 1–5, p 777); 
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MacAyeal (1993a): a heuristic argument for the time scale  
(section 5, p 782, eqns 19–25, note that LHS of eqn 23, the b.c at the ground, should be θy(0,t))  

Assume an infinitely thick ice sheet; how long would it take for 
geothermal heat to melt the base? 

Bottom b.c.:                             ; Initial conditions 

Separate into steady and time depend: 

Simple diffusion eqn                   ; initial condition:   

b.c:  

Solution: time to get to zero at y=0 is:  

  ➨ The time to melting, hence Heinrich period: TL=6944 years!
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Fig. 3. Warm-up of a semi-infinite ice domain resulting 
from an "excess" geothermal heat flux (• = G - k. F. The 
solution to the heat equation in this domain gives the time 
taken for the temperature-depth profile (thick curve) to warm 
up from an initial isothermal state (thin vertical line) to the 
point when the temperature at the bed reaches the melting 
temperature (black triangle). This warm-up time gives the 
periodicity of Heinrich events expressed in equation (25). 

of the iceberg discharge flux to the North Atlantic may be 
formulated by multiplying equation (11) by the net area of 
the Hudson lowlands, which is approximately 1 x 1012 m 2. 
O) The timescale ris is also substantially smaller than the 
diffusive timescale associated with changes to the tempera- 
ture within the ice column: 

ris << Hø2 (13) 
This implies that during the purge phase of the cycle, the 
temperature-depth profile may be regarded as a conserved 
"tracer field," e.g., 

O(y, t) m O(•) (14) 

where the vertical coordinate •' is a stretched vertical coor- 
dinate designating only the relative position within the ice 
column, 

C -- Y (15) 
H(t) 

with •' = 0 at the ice/ground contact and •' = 1 at the surface 
of the ice column. 

(4) Equations (14) and (15) imply that the vertical gradient 
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T$ ,•, 1; i s • TL (17) 
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3 (i.e., the analysis which is used to derive equation (10)). 
Here the goal is to determine the time recluired for the tem- 
perature at the boundary y = 0 of a semi-infinite domain 
y > 0 to warm from an initial value dictated by atmospheric 
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-G 

Oy(y = 0, t) -- k (18) 
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where the subscript y denotes the partial derivative with re- 
spect to y. To simplify the initial condition, I assume the 
semi-infinite domain y > 0 to be the ice sheet which is as- 
sembled instantaneously at t = 0. (In reality, the ice sheet is 
assembled by the gradual accumulation of new snow. Its ini- 
tial geometry is thus finite, and its initial temperature profile 
may depart significantly from the atmospheric lapse rate.) 
Because of the presumed assembly of the ice sheet from 
snow deposited at the prevailing atmospheric temperature, 
the initial temperature profile is assumed to mimic the atmo- 
spheric lapse rate (e.g., equation (8)) 

19o(y ) '-- 19sl -- I"y (19) 

where Osl is the sea level temperature of the atmosphere as- 
sumed to exist in the absense of the ice sheet (the ice sheet 
is assumed to rest on a sea level bedrock platform). The 
boundary condition to be applied at y -• cx> is 0y --). -F. 

The boundary conditions and the heat equation given by 
equation (2) with y = z + H and w = 0 are linear. The 
temperature-depth profile may thus be decomposed into the 
sum of a steady profile, S(y), and a transient profile which 
satisfies a y-independent initial condition, O(y, t), for exam- 
ple, O(y, t) = S(y) + O(y, t). The steady component of the 
solution is 

S(y) = 0 - i'y (20) 

The transient component of the solution satisfies the follow- 
ing modified initial value problem in the semi-infinite do- 
main 

g, 

•(y, t = O) = 19sl (22) 

•(O,t) = -(G -kF) = -0 (23) 
Oy(y --> cx>, t) --> 0 (24) 
As mentioned previously, the heat flux used to specify the 
boundary condition, G = G - kF, is referred to as the "ex- 
cess" geothermal heat flux, because it represents the extra 
heat flux beyond that required to balance the upwfird heat 
conduction associated with the initial temperature gradient 
(i.e., the atmospheric lapse rate F). 

A solution to equations (21)-(24) is readily obtained 
[Carslaw and Jaeger, 1988, section 2.9]. The time T•: taken 
for the temperature at y -- 0 to warm from its initial value of 
Osl to the melting point of ice (0 ø C) is 

Tœ = -- (25) •c 2• 

For G = 0.05 W m -2, F = 9x 10 -3 øC m -1, and Ost = -10 ø 
C, a value of T•: = 6944 years is obtained from equation 
(25) and shown in Figure 4. This estimate of the Heinrich 
event period is within observational uncertainty of that as- 
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sociated with the three most recent Heinrich events. (See 
Grousset etal. [1993] for a possible revision of this fig- 
ure.) This agreement is reassuring, because it implies that 
no special qualities of the atmospheric climate are needed to 
explain the 7,000-year periodicity of Heinrich events. The 
parameter values used to evaluate T•: in equation (25) de- 
scribe a plausible state for the atmosphere over Hudson Bay 
at glacial times. 

The dependence of the periodicity of the Heinrich event 
cycle on atmospheric and geothermal parameters is 
expressed by equation (25). As anticipated, the periodicity 
decreases with the square of the "excess" geothermal heat 
flux (which, in turn, is a function of the atmospheric lapse 
rate and the geothermal flux) and increases with the square 
of the initial temperature. In other words, colder sea level 
climate and a larger, more superadiabatic lapse rate is ex- 
pected to increase the period of the Heinrich event cycle. 
(A referee has suggested that paleotemperature data from 
the North Atlantic and Northern Europe indicate a warmer 
climate prior to 28,000 years ago. If conditions were also 
warmer over North America, then Heinrich events should 
have occurred more frequently prior to 28,000 years ago. 
Such a change in periodicity does not seem to be supported 
by the geologic record; so it is possible that the conceptual 
model presented here fails an important test.) A plot of T 
versus O•l for a range of lapse rates F is provided in Figure 
4. Adjustments to the 7,000-year periodicity attributed to the 
Heinrich event cycle here [e.g., Grousset etal., 1993] can 
be accommodated by slight modifications of the atmospheric 
parameters Osl and F. 

6.0. CONCLUSION: DO ICE-SHEET OSCILLATIONS 
FORCE NORTH ATLANTIC CLIMATE? 

The above glaciological analysis has offered a mechanism 
for the free (unforced) oscillation of an idealized LIS that 
leads to sudden, violent episodes of iceberg discharge into 
the North Atlantic. The main virtue of this mechanism is 
that it predicts the 7,000-year periodicity of Heinrich events. 
While I believe the existence of Heinrich events is not pri- 
marily a consequence of external climate variations, the in- 
fluence of such variations is undoubtedly important in estab- 
lishing the fine structure in the Heinrich event chronology. 
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explain the 7,000-year periodicity of Heinrich events. The 
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at glacial times. 

The dependence of the periodicity of the Heinrich event 
cycle on atmospheric and geothermal parameters is 
expressed by equation (25). As anticipated, the periodicity 
decreases with the square of the "excess" geothermal heat 
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of the initial temperature. In other words, colder sea level 
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the North Atlantic and Northern Europe indicate a warmer 
climate prior to 28,000 years ago. If conditions were also 
warmer over North America, then Heinrich events should 
have occurred more frequently prior to 28,000 years ago. 
Such a change in periodicity does not seem to be supported 
by the geologic record; so it is possible that the conceptual 
model presented here fails an important test.) A plot of T 
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heat flux beyond that required to balance the upwfird heat 
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for the temperature at y -- 0 to warm from its initial value of 
Osl to the melting point of ice (0 ø C) is 
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climate prior to 28,000 years ago. If conditions were also 
warmer over North America, then Heinrich events should 
have occurred more frequently prior to 28,000 years ago. 
Such a change in periodicity does not seem to be supported 
by the geologic record; so it is possible that the conceptual 
model presented here fails an important test.) A plot of T 
versus O•l for a range of lapse rates F is provided in Figure 
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Heinrich event cycle here [e.g., Grousset etal., 1993] can 
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cess" geothermal heat flux, because it represents the extra 
heat flux beyond that required to balance the upwfird heat 
conduction associated with the initial temperature gradient 
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for the temperature at y -- 0 to warm from its initial value of 
Osl to the melting point of ice (0 ø C) is 
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sociated with the three most recent Heinrich events. (See 
Grousset etal. [1993] for a possible revision of this fig- 
ure.) This agreement is reassuring, because it implies that 
no special qualities of the atmospheric climate are needed to 
explain the 7,000-year periodicity of Heinrich events. The 
parameter values used to evaluate T•: in equation (25) de- 
scribe a plausible state for the atmosphere over Hudson Bay 
at glacial times. 

The dependence of the periodicity of the Heinrich event 
cycle on atmospheric and geothermal parameters is 
expressed by equation (25). As anticipated, the periodicity 
decreases with the square of the "excess" geothermal heat 
flux (which, in turn, is a function of the atmospheric lapse 
rate and the geothermal flux) and increases with the square 
of the initial temperature. In other words, colder sea level 
climate and a larger, more superadiabatic lapse rate is ex- 
pected to increase the period of the Heinrich event cycle. 
(A referee has suggested that paleotemperature data from 
the North Atlantic and Northern Europe indicate a warmer 
climate prior to 28,000 years ago. If conditions were also 
warmer over North America, then Heinrich events should 
have occurred more frequently prior to 28,000 years ago. 
Such a change in periodicity does not seem to be supported 
by the geologic record; so it is possible that the conceptual 
model presented here fails an important test.) A plot of T 
versus O•l for a range of lapse rates F is provided in Figure 
4. Adjustments to the 7,000-year periodicity attributed to the 
Heinrich event cycle here [e.g., Grousset etal., 1993] can 
be accommodated by slight modifications of the atmospheric 
parameters Osl and F. 
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FORCE NORTH ATLANTIC CLIMATE? 

The above glaciological analysis has offered a mechanism 
for the free (unforced) oscillation of an idealized LIS that 
leads to sudden, violent episodes of iceberg discharge into 
the North Atlantic. The main virtue of this mechanism is 
that it predicts the 7,000-year periodicity of Heinrich events. 
While I believe the existence of Heinrich events is not pri- 
marily a consequence of external climate variations, the in- 
fluence of such variations is undoubtedly important in estab- 
lishing the fine structure in the Heinrich event chronology. 
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where the subscript y denotes the partial derivative with re- 
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semi-infinite domain y > 0 to be the ice sheet which is as- 
sembled instantaneously at t = 0. (In reality, the ice sheet is 
assembled by the gradual accumulation of new snow. Its ini- 
tial geometry is thus finite, and its initial temperature profile 
may depart significantly from the atmospheric lapse rate.) 
Because of the presumed assembly of the ice sheet from 
snow deposited at the prevailing atmospheric temperature, 
the initial temperature profile is assumed to mimic the atmo- 
spheric lapse rate (e.g., equation (8)) 
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where Osl is the sea level temperature of the atmosphere as- 
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is assumed to rest on a sea level bedrock platform). The 
boundary condition to be applied at y -• cx> is 0y --). -F. 

The boundary conditions and the heat equation given by 
equation (2) with y = z + H and w = 0 are linear. The 
temperature-depth profile may thus be decomposed into the 
sum of a steady profile, S(y), and a transient profile which 
satisfies a y-independent initial condition, O(y, t), for exam- 
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solution is 
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As mentioned previously, the heat flux used to specify the 
boundary condition, G = G - kF, is referred to as the "ex- 
cess" geothermal heat flux, because it represents the extra 
heat flux beyond that required to balance the upwfird heat 
conduction associated with the initial temperature gradient 
(i.e., the atmospheric lapse rate F). 
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for the temperature at y -- 0 to warm from its initial value of 
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For G = 0.05 W m -2, F = 9x 10 -3 øC m -1, and Ost = -10 ø 
C, a value of T•: = 6944 years is obtained from equation 
(25) and shown in Figure 4. This estimate of the Heinrich 
event period is within observational uncertainty of that as- 
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parameter values used to evaluate T•: in equation (25) de- 
scribe a plausible state for the atmosphere over Hudson Bay 
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Connections between Heinrich and D/O events; bond cycles

Heinrich events appear to occur during cold epochs in the North Atlantic

(Hemming 2004) Fig 4a

the maximum is only about 1500 grains per gram [Bond and
Lotti, 1995; Bond et al., 1999].

2.2. Geochemical Provenance Studies and Potential
Source Terranes Around the North Atlantic

[10] Geochemical approaches provide a valuable comple-
ment to petrographic provenance studies. Petrographic stud-
ies allow identification of major lithological components in
the sand fraction, as well as potentially diagnostic minerals
and/or rock types. In general, geochemical approaches
are applicable to both coarse- and fine-grained fractions.
Potential complications exist with using the fine fractions.
For example, fine-grained sediments typically represent
more homogeneously mixed sources. Additionally, in
studies of marine sediment cores, processes other than ice
rafting are capable of transporting fine-grained components.
However, the fine fraction carries valuable information
about sources. Measurements of components that are greatly
enriched or depleted in the sedimentary cycle yield infor-
mation about the degree of chemical alteration of the source
and thus provide insights into the contributions from sed-
imentary sources. In the North Atlantic, geochemical studies
of the fine terrigenous fraction include X-ray diffraction
(mineralogical) studies, K/Ar ages, Rb-Sr, Sm-Nd, and Pb
isotopes, and organic compounds.
[11] Many of the studies of IRD provenance have focused

on the sand fraction. The sand fraction is appealing because
it must have been rafting on ice (although whether sea ice or
icebergs were the rafts is difficult to determine). In the
North Atlantic, geochemical studies of the sand fraction
include the Sm-Nd and Rb-Sr isotope systems in the bulk
sand fraction (after carbonate is removed), Pb isotopes in
individual grains or composite samples of feldspar, and
40Ar/39Ar ages of individual grains of hornblende.
2.2.1. Sm-Nd Isotope System
[12] The Sm-Nd isotope system provides an average age of

crust formation of the sediment’s sources [Taylor and
McLennan, 1985; Goldstein and Jacobsen, 1988;McLennan
and Hemming, 1992]. This is because Sm and Nd are rare
earth elements with similar radii, and thus are generally not
separated by most sedimentary processes (although there are
exceptions). Average post-Archean upper continental crust
has a Sm/Nd of 0.173, and average post-Archean shale has a
Sm/Nd of 0.175 [Taylor and McLennan, 1985]. Evidence
from Archean sedimentary rocks indicates a slightly
higher Sm/Nd [Taylor and McLennan, 1985; McLennan
and Hemming, 1992], but for the purpose of this application
the difference is negligible. Because of the relatively small
range of Sm/Nd of continental sources the Nd isotope
composition of a sediment provides a rough estimate of
the average continental age of its sources (there is approx-
imately a 1 epsilon unit decrease per 100 million years, so a
sample with eNd of!27 can be inferred to have been derived
from a late Archean source or, alternatively, from a mix of
early Archean source with a younger source). In the North
Atlantic, Iceland can be a significant sediment contributor,
with a higher Sm/Nd [Farmer et al., 2003] and eNd ranging

Figure 4. Correlation of some high-resolution, Northern
Hemisphere records. (a) GISP2 data [Meese et al., 1997;
Stuiver andGrootes, 2000; data fromhttp://depts.washington.
edu/qil/datasets/gisp2_main.html]. All data are shown with
shading, and a 10-point running average is shown as the
solid line. (b) Percentage of detrital carbonate from
DSDP609 [Bond et al., 1999]. (c) Percentage of Neoglobo-
quadrina pachyderma (s.) from an Alboran Sea record
[Cacho et al., 1999]. (d) U37

K0
sea surface temperature

estimates from the same Alboran Sea record [Cacho et al.,
1999]. (e) Estimated total organic carbon (TOC)
(a percentage) from an Arabian Sea core [Schulz et al.,
1998]. (f) The d18O of speleothem calcite from Hulu Cave,
China, dated with high-precision U series methods [Wang et
al., 2001].
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Hypothesis 2: Catastrophic ice shelf break up

(Hulbe et al, 2004)
Expected signature: small sea level change except buttressing effect

Larsen B collapse, March 2002
Mechanism: 

hydro-fracture



Eli Tziperman, EPS 231, Climate dynamicsHypothesis 3: Abrupt retreat of grounding line across a retrograde bottom 
slope  (Marine Ice Sheet Instability/ MISI)

(Weertman, 1974; Schoof, 2007)

scenario 1: ocean melting at grounding line placing it 
upstream of unstable point
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Grounding line 
flux (Qg=cH5)

Bed (b)

Marine Ice Sheet Instability (MISI) 
scenario (1): melting by a warmer ocean

stable stable

Snow Accumulation (P)

unstable
stable stable
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(Weertman 1974 and many others)  
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Grounding  
line flux (Qg)

Snow Accumulation (P)

Bed (b)

Marine Ice Sheet Instability (MISI) 
scenario 2: change in accumulation

from Alex Robel

(Weertman 1974 and many others)  

Discuss the stability of a grounding line on 
prograde vs retrograde slopes under a 

scenario of changing rate of accumulation
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Synchronous collapses of ice sheets around North Atlantic during 

Heinrich events? Precursor events??

supporting frame tend to oscillate synchronously, although
when separated, they would slowly drift apart. Two ice
sheets located on both sides of the Atlantic, (e.g., the LIS
and one of the smaller ice sheets) can be thought of as
two clocks with different inherent frequencies due to the
different time-mean atmospheric temperature felt by both.
The two are weakly coupled together since they both feel
similar variations in the atmospheric temperature induced
by sea ice expansion and melt events. (In the actual
climate system the coupling between ice sheets can also
be via the ablation which is also sensitive to the atmo-
spheric temperature variations, or possibly via sea level
variations as suggested by Berger and Jansen [1994], in
the context of the mid-Pleistocene climate shift; see also
Sarnthein et al. [2000]; Van-Kreveld et al. [2000] where
this issue is discussed in the context of millennial
variability). The glaciers (especially the larger LIS) also
affect the atmospheric temperature that is felt by both
glaciers via the freshwater pulses they release into the
ocean, and that affects the sea ice cover. Figure 6b shows

that two such ice sheets, starting from different initial
conditions, phase lock fairly rapidly and within a few
cycles start oscillating in phase with the same frequency
(1:1 phase locking). The time it takes the two glaciers to
phase lock could in principle be from one to a few cycle
periods and should not be taken as a robust model
prediction given the simplicity of our model. The phase
locking itself, however, is very robust: we find that a
smaller ice sheet, whose period when oscillating by itself
may be up to 40% shorter, or up to 10% longer than that
of the larger ice sheet, still oscillates synchronously with
the larger glacier when coupled. Clearly, more than two
ice sheets may be coupled together and phase lock
[Kaspi, 2002].
[24] Some proxy records indicate that the smaller ice

sheets (e.g., the Iceland or European ice sheets) tend to
produce small ‘‘precursor’’ events to the larger Heinrich
events [Bond and Lotti, 1995; Bond et al., 1999; Grousset et
al., 2000]. We find that if the difference in the time-mean
upper boundary temperature between the glaciers is

Figure 6. Nonlinear phase locking scenarios as an explanation for the observed synchronous glacier
discharges. Shown are time series of the height of two glaciers, a large one (solid lines) representing the
LIS and a smaller ‘‘European’’ ice sheet (dash). The two ice sheets are placed in the northern atmospheric
model box, and a specified (and different for each run) warm temperature perturbation is added to the
atmospheric model temperature felt by the smaller glacier in order to represent the warmer time-mean
temperatures in the eastern Atlantic. (a) Two uncoupled glaciers (from two separate model runs)
oscillating at different frequencies. (b) Two coupled glaciers starting at different initial conditions, and
phase locking at a 1:1 frequency ratio and with no phase lag. The result is synchronous glacier discharge,
as seems to be the case for several ice sheets around the North Atlantic [Bond and Lotti, 1995; Elliot et
al., 1998; Fronval et al., 1995; McCabe and Clark, 1998; Bischof, 1994; Jones and Keigwin, 1988].
(c) Two coupled glaciers phase locked at a 1:1 frequency ratio, such that the smaller one discharges
glaciers prior to the larger one, creating a ‘‘precursor’’ event, as seen, e.g., for the Iceland ice sheet [Bond
and Lotti, 1995]. (d and e) 2:1 (and 3:2) Phase locking in which the smaller glacier oscillates twice for
each cycle of the larger one (and three times for every two cycles of the larger one).
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(a) Two uncoupled glaciers oscillating at different frequencies. (b) Two coupled glaciers starting at different 
initial conditions, and phase locking at a 1:1 frequency ratio and with no phase lag ➨ synchronous glacier 
discharge, as seen for ice sheets around North Atlantic. (c) Two coupled glaciers phase locked at a 1:1 
frequency ratio, such that the smaller one discharges glaciers prior to the larger one, creating a 
‘‘precursor’’ event, as seen for Iceland ice sheet. (d & e) 2:1 (& 3:2) Phase locking in which smaller glacier 
oscillates twice for each cycle of larger one (and 3 times for every 2 cycles of larger one). 

Figure 6. Nonlinear phase locking 
scenarios as an explanation for the 
observed synchronous glacier 
discharges. Shown are time series of 
the height of two glaciers, a large one 
(solid lines) representing the LIS and a 
smaller ‘‘European’’ ice sheet (dash). 
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• During the last ice age, 20–60,000 years BP
• D/O: Greenland ice cores, abrupt warming (10 °C in 20 years), sustained 

for ~1000 years, gradual cooling and then abrupt cooling; every ~1500 yr
• Possible mechanism: AMOC variability amplified by sea ice changes that 

lead to a strong atmospheric temperature signal
• Suspected worldwide teleconnections: possibly via ocean waves
• Heinrich events: massive ice collapses seen as layers of ice-rafted 

sediment layers in the North Atlantic every 7,000–10,000 years
• Possible mechanism(s):

• Binge-purge collapses of Laurentide Ice Sheet
• Hydrofracturing of ice shelves Mechanism
• MISI

• Synchronous collapses of different ice sheets: perhaps nonlinear phase 
locking; coupling provided by the ocean’s MOC and temperature response

• “Precursor events,” a large collapse seemingly triggered by earlier collapse 
of a smaller ice sheet: may be part of nonlinear phase locking instead.

Conclusions: DO and Heinrich events
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The End


