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effects such as surface pinning (26). Additional
experiments are needed to understand the high Voc.

Because multijunction III-V PV is currently
being deployed for concentrator PV—where large-
area, low-cost optics are used to collect sunlight
and focus it onto small, high-performance solar
cells—we have also investigated the performance
of the cell with highest Voc (sample E) under con-
centration (Fig. 4). The Voc increases logarithmi-
cally as expected up to 0.97 V. However, the fill
factor decreases, which indicates a series resist-
ance, possibly originating from the TCO or the
small contact area of the NW tips. The efficiency
under concentrated illumination for this cell there-
fore peaks at 13.4% at 2.6 suns. The angular
dependence, which is important for diffuse light
conditions, has not been investigated experimen-
tally, but previous simulations have indicated weak
angular dependence up to 40° (12).

Lastly, we assess the technical maturity of
our design. We fabricated seven working cells
on the same sample (average efficiency of 12.0%
with standard deviation of 1.4%) and reproduced

similar results in separate growth and processing
batches. The best sample was stored 2 months
in ambient air before the measurement, and the
degradation in absolute efficiency of somewhat
older samples is less than 0.5% over a period of
6 months. This design should be readily scalable
to wafer-sized cells and be useful for similar op-
toelectronic devices such as photodetectors.
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Synchronous Change of Atmospheric
CO2 and Antarctic Temperature During
the Last Deglacial Warming
F. Parrenin,1* V. Masson-Delmotte,2 P. Köhler,3 D. Raynaud,1 D. Paillard,2 J. Schwander,4

C. Barbante,5,6 A. Landais,2 A. Wegner,3† J. Jouzel2

Understanding the role of atmospheric CO2 during past climate changes requires clear
knowledge of how it varies in time relative to temperature. Antarctic ice cores preserve highly
resolved records of atmospheric CO2 and Antarctic temperature for the past 800,000 years.
Here we propose a revised relative age scale for the concentration of atmospheric CO2 and
Antarctic temperature for the last deglacial warming, using data from five Antarctic ice cores.
We infer the phasing between CO2 concentration and Antarctic temperature at four times
when their trends change abruptly. We find no significant asynchrony between them, indicating
that Antarctic temperature did not begin to rise hundreds of years before the concentration of
atmospheric CO2, as has been suggested by earlier studies.

Analyses of polar ice cores have shown
that the concentration of atmospheric
CO2 (aCO2) and surface air temperature

are closely related and that they have risen and
fallen in tandem over most of the past 800,000
years. However, whether changes of temperature

occurred first and how large that lead may have
been have been topics of considerable controver-
sy. The most highly resolved aCO2 record during
the last deglacial warming, Termination I (TI), is
from the European Project for Ice Coring in An-
tarctica (EPICA) Dome C (EDC) ice core (1, 2).
In this record, aCO2 appears to lag local Antarctic
temperature (AT) by 800 T 600 years at the onset
of TI, in agreement with an earlier study on the
Vostok and Taylor Dome ice cores, which iden-
tified a lag of 600 T 400 years at the end of the

Fig. 4. Characterization of cell
from sample E under concentrated
illumination.
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past three terminations (3). However, uncertain-
ties in the relative timing of aCO2 and AT remain
for two reasons. First, air is trapped in fallen snow
only when it has recrystallized enough to create
enclosed cavities, typically at a depth of 50 to
120 m below the surface (depending on site
conditions), at the bottom of the so-called firn.
This results in a depth difference (Ddepth, see
Fig. 1) between synchronous events recorded in
the ice matrix and in the trapped gas bubbles or
hydrates (4, 5). We used air d15N data from the
EDC ice core to determine the past Lock-InDepth
(LID), which is the depth at which air in the ice
is permanently trapped. The LID estimates are
transformed toDdepth estimates, using a constant

firn average density and a modeled vertical thin-
ning function. Our approach is further validated
with two independent methods. Second, using on-
ly the isotopic record from one ice core produces
a noisy reconstruction of past temperature varia-
tions in Antarctica. We used a stack of AT varia-
tions based on five synchronized ice cores.

Figure 2 illustrates an approach similar to pre-
vious studies (1, 3) to deduce Ddepth, based on
firn densification modeling (6) to estimate the
past LID and average firn density, and on ice
flow modeling (7) to estimate the vertical thin-
ning of ice layers. The past LID can also be es-
timated using the fact that in the firn, below a
convective zone where the air is freely mixed,

gravitational fractionation enriches the d15N of
N2 proportionally to the height of the diffusive
column (8, 9). There is no convective zone today
at EDC (10). Assuming a persistent absence of
such a convective zone during TI and using the
d15N data from the EDC ice core (11), we can
estimate the LID during TI. Then, assuming that
the average firn density did not vary and using
a one-dimensional ice flow model (7) to assess
layer thinning, the LID can be converted to
Ddepth (Fig. 2 and supplementary materials).

One caveat of our method arises from our
assumption of the absence of a convective zone
during the past, which is known to reach more
than 20m in low-accumulation windy sites today
(12). For verification, we used two independent
approaches. First, we synchronized EDC to the
EPICADronningMaudLand (EDML) and Talos
Dome (TALDICE) ice cores both in the gas (using
CH4) and ice (using volcanic events) phases (5).
The Ddepth at EDC can be estimated from Ddepth
at EDML and TALDICE (Fig. 1). The latter is eval-
uated from firn modeling but, because the accu-
mulation is about three times higher at EDML or
TALDICE than at EDC, an error on the past LID
at EDML or TALIDCE has an impact at EDC
that is about three times smaller (5). Second, we
used the bipolar seesaw hypothesis (13), which
suggests that a rapid temperature rise in Green-
land occurs synchronous to a maximum in AT,
and a rapid temperature fall occurs synchronous
to a minimum. This hypothesis has been proven
by relative dating of ice cores around the Laschamp
geomagnetic event (14).We assumed that the fast
CH4 transitions in EDC can be taken as proxies
of rapid Greenland temperature changes, thus re-
vealing three tie points during TI (Fig. 3). The
fact that it is possible, with a very simple math-
ematical model (15), to construct from the EDC
ice isotope record a Greenland-like temperature
time-series, correctly capturing stadial-interstadial
transitions (corresponding to the extrema of the
EDC ice isotope record) makes it very likely that
the bipolar seesaw pattern is robust during these
rapid transitions. These independent methods, ei-
ther based on the synchronization of EDC to
EDML and TALDICE or on the bipolar seesaw
hypothesis, confirm our d15Nmethod for TI with-
in their 1s confidence intervals, suggesting that
the convective zone indeed was absent or nearly
absent during TI at EDC.

We therefore built a new gas chronology based
on filtered d15N data (supplementary materials).
The reason why we based our new gas chronol-
ogy only on the d15N method is twofold. First,
the d15N method allows us to produce a contin-
uous gas age scale along TI, whereas the other
two methods give only three tie points (at times
whenCH4 varies abruptly: the onset of the Bølling
oscillation, the onset of the Younger Dryas, and
the onset of the Holocene) and in particular can-
not provide constraints for the onset of TI. Second,
apart from the zero–convective-zone assumption,
the d15N method has the smallest analytical un-
certainty (Fig. 2).

Fig. 1. Scheme illustrating
the deduction of Ddepth
at EDC from ice (volcanic)
and gas (CH4) synchro-
nization to the EDML or
TADLICE ice cores and eval-
uation ofDdepth at EDML
or TALDICE.
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The three approaches—d15N, synchronization
to EDML and TALDICE, and seesawmethods—
all disagree with the firn densification model
simulation for EDC (Fig. 2), which probably lacks
important processes affecting densification under
glacial conditions, such as the effect of increased
concentrations of impurities (16).

A second step to examine the phasing be-
tween aCO2 and AT during TI is to produce an
accurate record of AT during the past [an An-
tarctic Temperature Stack (ATS)]. To do this, we
stacked (supplementary materials) the isotopic
temperature reconstructions from five different
ice cores (EDC, Vostok, Dome Fuji, TALDICE,
and EDML) after the synchronization of these ice
cores to the EDC record. This stacking process
considerably reduces the noise in comparison to
the single EDC record (Fig. 4): The standard de-
viation of ATS to its 220-year moving average is
0.20°C, whereas it is 0.52°C for the EDC tem-
perature record (with both ATS and the EDC tem-
perature record being resampled every 20 years).

The temporal variations of aCO2 andATacross
TI (Fig. 4) on our chronology are highly corre-
lated (Pearson correlation coefficient of 0.993 for
a 20-year resampled time series). Both records
can be accurately fitted by a six-point linear func-
tion (Fig. 4 and supplementary materials). We
infer the aCO2-AT phasing at the four break
points using aMonte-Carlo algorithm (supplemen-
tary materials): the onset of TI (10 T 160 years,
1s, aCO2 leads), the onset of the Bølling oscil-
lation (–260 T 130 years, AT leads), the onset of
the Younger Dryas (60 T 120 years, aCO2 leads),
and the onset of the Holocene (–500 T 90 years,
AT leads). The uncertainty takes into account
the uncertainty in the determination of the break
points and the uncertainty in the determination of
Ddepth. The only significant aCO2-AT lags are
observed at the onsets of the Bølling oscillation
and the Holocene. It should be noted that during
these two events, the associated sharp increases
in aCO2 were probably larger and more abrupt
than the signals recorded in the ice core, due to
the diffusion in the gas recording process (17).
This atmosphere–ice core difference biases our
break point determination toward younger ages.
Ifwe use these fast increases to determine the break
points in aCO2, we find a lag of –10 T 130 years
(1s) for the Bølling onset and –130 T 90 years
(1s) for the Holocene onset; that is, no significant
phasing. If, instead of using aCO2 we use the ra-
diative forcing of aCO2 (18) [rCO2 = 5.35 W/m2

ln(CO2/280 parts per million by volume)], the
inferred phasing is not significantly changed
(Fig. 4).

Our evaluation of the aCO2-AT phasing for
TI differs from the 800 T 200 year (lead of AT)
estimate for TIII (19), based on the hypothesis
that d40Ar of air is a gas proxy for local tem-
perature. We cannot exclude the possibility that
the aCO2-AT phasing is different for TI and TIII.
However, if as recently suggested (16) the LID
is influenced by the impurity content of the firn,
d40Ar, which, as d15N, follows a gravitational

Fig. 3. The bipolar seesaw hypothesis allows us to derive three Ddepth estimates at EDC during the last
deglacial warming, using the 100-year resampled dD record (28) and the CH4 record (29). Error bars on
the depths of tie points are 1s. The EDC gas depth scale is linearly stretched according to the tie points.

Fig. 4. Various climate time series during TI. Shown are dD from EDC (28) (purple), ATS (dark blue, this study)
and confidence interval (light blue), aCO2 from EDC (1, 2) (light green), rCO2 (dark green), atmospheric CH4
from EDC (29) (red), and Greenland d18O from NorthGRIP (gray) onto the GICC05 age scale (27) with a 220-
year running average (dark gray). The solid lines represent the best six-point linear fit of ATS, aCO2, and rCO2
(supplementary materials). The vertical dashed lines mark the four break points in ATS (blue) and in aCO2
(green), where we evaluated the aCO2-AT and the rCO2-AT phase lags (black numbers). The new EDC age scale
is described in the supplementary materials.
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enrichment, should be paced by changes in dust
concentration. During TIII, the change in dust oc-
curs earlier than the change in ice isotope at both
EDC and Vostok (figs. S7 and S8), whereas these
two records are approximately in phase during TI
(fig. S8). This could explainwhy the Vostok d40Ar
record is in advance with respect to the aCO2

record, without contradicting our finding of syn-
chronous changes in aCO2 and AT. During TII at
EDC (fig. S8), on the other hand, the change in
d15N occurs at a deeper depth than the change in
dust. Dust concentration therefore cannot be the
only factor influencing the LID.

Our results are also in general agreement with
a recent 0- to 400-year aCO2-AT average lag es-
timate for TI (20), using a different approach.
Although this study does not make any assump-
tion about the convective zone thickness, it is
based on coastal cores, whichmight be biased by
local changes in ice sheet thickness; and firn den-
sification models, which may not be valid for
past conditions (see the supplementary materials
for a more detailed discussion).

Our chronology and the resulting aCO2-AT
phasing strengthens the hypothesis that there was
a close coupling between aCO2 and AT on both
orbital and millennial time scales. The aCO2 rise
could contribute to much of the AT change dur-
ing TI, even at its onset, accounting for positive
feedbacks and polar amplification (21), which
magnify the impact of the relatively weak rCO2

change (Fig. 4) that alone accounts for ~0.6°C of
global warming during TI (21). Invoking changes
in the strength of the Atlantic meridional over-
turning circulation is no longer required to ex-
plain the lead of AT over aCO2 (22).

Given the importance of the Southern Ocean
in carbon cycle processes (23), one should not
exclude the possibility that aCO2 and AT are in-
terconnected through another common mecha-
nism such as a relationship between sea ice cover
and ocean stratification. Although the tight link
between aCO2 and ATsuggests a major common
mechanism, reviews of carbon cycle processes
suggest a complex association of numerous inde-
pendent mechanisms (2, 23).

Changes in aCO2 and AT were synchronous
during TIwithin uncertainties. Ourmethod, based
on air 15Nmeasurements to determine the ice/gas
depth shift, is currently being used in the con-
struction of a common and optimized chronology
for all Antarctic ice cores (24, 25). The assump-
tion that no convective zone existed at EDC dur-
ing TI might be tested in the future by using Kr
and Xe isotopes (26). Further studies on the firn
are needed to understand the causes of the past
variations of the LID, such as the possible impact
of impurity concentrations on the densification
velocity. Although our study was focused on the
relative timing of TI climatic records extracted
from Antarctic ice cores, there is now the need to
build a global chronological framework for green-
house gases, temperature reconstructions, and
other climate proxies at various locations (22).
Although the timings of theBølling, YoungerDryas,

and Holocene onsets as visible in the methane
records are now well constrained by a layer-
counted Greenland chronology (27), determining
the timing of the onset of TI in Antarctic records
remains challenging.Modeling studies using cou-
pled carbon cycle–climate models will be needed
to fully explore the implications of this synchro-
nous change of AT and aCO2 during TI in order
to improve our understanding of natural climate
change mechanisms.
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Genomic Diversity and Evolution
of the Head Crest in the Rock Pigeon
Michael D. Shapiro,1* Zev Kronenberg,2 Cai Li,3,4 Eric T. Domyan,1 Hailin Pan,3

Michael Campbell,2 Hao Tan,3 Chad D. Huff,2,5 Haofu Hu,3 Anna I. Vickrey,1

Sandra C. A. Nielsen,4 Sydney A. Stringham,1 Hao Hu,5 Eske Willerslev,4

M. Thomas P. Gilbert,4,6 Mark Yandell,2 Guojie Zhang,3 Jun Wang3,7,8*

The geographic origins of breeds and the genetic basis of variation within the widely distributed
and phenotypically diverse domestic rock pigeon (Columba livia) remain largely unknown.
We generated a rock pigeon reference genome and additional genome sequences representing
domestic and feral populations. We found evidence for the origins of major breed groups in the
Middle East and contributions from a racing breed to North American feral populations. We
identified the gene EphB2 as a strong candidate for the derived head crest phenotype shared by
numerous breeds, an important trait in mate selection in many avian species. We also found
evidence that this trait evolved just once and spread throughout the species, and that the crest
originates early in development by the localized molecular reversal of feather bud polarity.

Since the initial domestication of the rock
pigeon in Neolithic times (1), breeders
have selected striking differences in be-

havior, vocalizations, skeletal morphology, feather
ornaments, colors, and color patterns to establish
over 350 breeds (2). In many cases, the number
and magnitude of differences among breeds are

more characteristic of macroevolutionary changes
than of changes within a single species (2, 3).
Indeed, Charles Darwin was so fascinated by
domestic pigeons that he repeatedly called atten-
tion to this dramatic example of diversity within
a species to communicate his ideas about natural
selection (3, 4).
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