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Abstract Observations indicate that the grounding line position of West Antarctica is sensitive to both forced and unforced ice stream variabilities. This study endeavors to characterize and understand unforced ice stream variability and associated grounding line migration. We use a flowline ice stream model with an undrained plastic bed, lateral shear stresses, and a stretched grid refined in the grounding zone. This model exhibits parameter space structure and hysteresis behavior similar to simpler ice stream models. Low prescribed temperature at the ice surface or weak geothermal heating produces thermal oscillations between active and stagnant phases. As in previous spatially resolved ice flow models, thermal activation propagates as an “activation wave.” This model’s fine resolution of the grounding zone allows for accurate simulations of transient, unforced grounding line migration. Upstream of the grounding zone, horizontal grid spacing of 1 km is required to accurately resolve activation waves. Activation waves induce the grounding line to migrate over 100 km at a rate that can exceed 1 km/yr. This is followed during the active phase by retreat, which then continues for the duration of the stagnant phase. Grounding line retreat is the result of a negative mass balance near the grounding line but is not necessarily associated with negative mass balance for the entire ice stream in our simulations of internal variability. The novel approach and experiments described in this study show that there can be large excursions in grounding line position in the absence of either external forcing or retrograde slopes.

1. Introduction

Ice streams are regions of fast ice flow that account for over 90% of the mass flux from the interior of the Antarctic Ice Sheet into ice shelves and other margins [Bamber et al., 2000]. Ice stream flow exhibits variability at a range of spatial and temporal scales, with stagnation and reactivation of fast flow on centennial to millennial time scales playing an important role in the present mass balance of the West Antarctic Ice Sheet. Radar measurements of buried crevasses indicate that Kamb Ice Stream stagnated 150 years ago [Retzlaff and Bentley, 1993], resulting in the currently positive mass balance of the Siple Coast [Joughin and Tulaczyk, 2002]. Satellite radar interferometry and ground-based GPS studies have also recorded on-going deceleration of Whillans Ice Stream [Hulbe and Whllans, 1997; Joughin et al., 2005]. Simultaneously, satellite observations [Rignot et al., 2008] indicate that the acceleration of Pine Island Glacier has resulted in a large, negative mass balance in the Amundsen Sea sector. Fahnestock et al. [2000] found that recent centennial-scale variability in several Siple Coast ice streams is recorded in visible satellite imagery of streaklines on the Ross Ice Shelf. Subsequent studies from Hulbe and Fahnestock [2007] and Catania et al. [2012] used an integrated data-model approach to show that low-frequency ice stream variability over the past millennium was accompanied by significant excursions in grounding line position.

In addition to the integrated data-model approaches, observations of submarine, englacial, and subglacial features are also important indicators of the significant difference between past and present grounding line positions. A number of studies (reviewed in Livingstone et al. [2012]) have used the presence of grounding zone wedges and moraines on the Antarctic continental shelf to infer grounding line positions during the last deglacial retreat of paleo-ice streams. The size of these bedforms implies occasional halting of ice stream grounding lines lasting 100–10,000 years [Anandakrishnan et al., 2007; Dowdeswell et al., 2008; Graham et al., 2010]. Additionally, radar and seismic observations from underneath modern Siple Coast ice streams find deformed ice-internal stratigraphy from relict grounding lines [Catania et al., 2005] and multiple stacked sediment packages [Luthra et al., 2013] that are 80–100 km from the modern grounding line location.
Fast ice stream flow in West Antarctica is caused by the deformation of subglacial till weakened by meltwater produced at the bed [Alley et al., 1986; Blankenship et al., 1986; Engelhardt et al., 1990]. Many mechanisms (reviewed in Bennett [2003]) have been proposed to explain the low-frequency variability in ice stream flow, including hydraulic surging, erosion of subglacial till, variations in ice shelf buttressing, and interactions with other ice streams. A number of studies have also explored how changes in subglacial till properties and meltwater production may explain centennial to millennial-scale ice stream variability and stable spatial oscillations in ice velocity [Kyrke-Smith et al., 2013]. Attempts to understand these mechanisms have ranged in complexity from simple models [MacAyeal, 1993; Tulaczyk et al., 2000b; Robel et al., 2013] to flowline models [Bougmont et al., 2003a, 2003b; van der Wel et al., 2013], to high-order ice flow models [Bougmont et al., 2011]. A common feature of these models is the thermal regulation of meltwater production at the bed, which is capable of producing oscillatory ice stream flow. Such a mechanism is broadly similar to early models of mountain glacier surge behavior [Robin, 1955; Clarke, 1976].

A few studies have explored the relationship between ice stream variability and grounding line position. Thomas et al. [1988] offered a conceptual interpretation of ongoing changes in the Siple Coast grounding line that invoked ice stream thermal oscillations. Perhaps confirming such an interpretation, Hulbe and Fahnestock [2004, 2007] simulated large-scale migration of the Siple Coast grounding line in response to prescribed ice stream variability. They separately posited that such variability could be caused by oscillations in the basal thermal regime. Hindmarsh and Le Meur [2001] showed that noise-induced drift due to internal ice stream variability could cause grounding line retreat, with an external temperature forcing. However, only recently has the representation of the grounding line in models achieved the level of sophistication necessary to accurately model transient grounding line flux and position. Schoof [2007b] showed that high resolution is needed near the grounding line in order to accurately capture the mechanical transition zone from ice sheet to ice shelf flow. Fried et al. [2014] used a model with refinement near the grounding line to show how the Siple Coast grounding line would respond to prescribed variations in bed traction simulating ice stream variability. Such an approach has also been used in transient simulations of ice stream response to forcing [Goldberg et al., 2009; Pollard and DeConto, 2009; Nick et al., 2009; Katz and Worster, 2010; Jamieson et al., 2012; Cornford et al., 2013; Favier et al., 2014].

To determine the significance of forced ice stream variability, it is imperative to first characterize natural modes of unforced ice stream variability and their mechanism. As such, the focus of this study is unforced ice stream variability at centennial to millennial time scales, which has a significant influence on ice sheet mass balance. In section 2, we describe a novel implementation of an ice stream flowline model which allows for accurate calculation of transient grounding line migration and activation wave propagation. In section 3, we show that this flowline model is similar to the box model of Robel et al. [2013] in parameter space structure and hysteretic transition between steady-streaming and oscillatory behavior. As in previous studies [Oerlemans, 1982; Fowler, 1987; MacAyeal, 1993; Payne, 1995], we demonstrate (in section 3.1) that internal variability arises due to thermal feedbacks in meltwater production at the bed. We find (in section 3.2) that in a longitudinally resolved model, these oscillations produce activation waves that propagate via a coupling of longitudinal stress and frictional heat production. In our model, activations waves are smoothed by the inclusion of longitudinal stresses and meltwater storage in till, though they still require fine upstream grid resolution to be accurately resolved (section 3.3). Section 4 shows how activation waves cause mass to be transported to the grounding line, producing rapid grounding line migration during the active phase. This key result shows that significant grounding line variability can occur in the absence of retrograde slopes or external forcing. Migrations of the grounding line are solely due to mass imbalances near the grounding line, which may not be representative of the overall ice stream mass balance in our simulations of internal variability. Section 5 explores the parametric sensitivity of variability in the ice stream flowline model. We conclude (sections 6–7) that it is important to consider the potential significance of internal ice stream variability when interpreting geological evidence of past grounding line positions and the potential for future instabilities in grounding line position.

2. Model Description

This study uses a depth-integrated shallow ice stream model, incorporating integrated lateral shear stress, meltwater production, an undrained Coulomb plastic till layer, and dynamic ice temperature. This model permits the exploration of ice stream behavior arising from the coupling of ice stream thermodynamics to undrained till hydrology. Section 2.1 describes the ice stream force balance and an approach for
calculating alongstream velocity, followed by ice thickness and grounding line position in section 2.2, ice temperature in section 2.3, till properties and meltwater production in section 2.4, cold-temperate transitions in section 2.5, and model numerics, including the stretched coordinate system in section 2.6. The assumptions made herein are appropriate for so-called “pure ice streams” in West Antarctica and the Laurentide Ice Sheet on sufficiently long time scales that surface meltwater production is negligible. An extensive derivation and discussion of the flowline model can be found in the supporting information.

2.1. Ice Stream Velocity

The horizontal force balance along a central ice stream flowline is

$$\frac{\partial}{\partial x} \left( 2\tilde{A}^{-\frac{1}{2}} \left| \frac{\partial u_b}{\partial x} \right| \right) = \tau_d(x, t) + \tau_b(x, t) + G_s h [u_b(x) - \bar{u}] u_b, \quad (1)$$

where $u_b(x, t) = u(z = b; x, t)$ is the basal ice velocity ($b = b(x)$ is bed elevation) and $\tau_d = \rho_i g h^2$ is the driving stress. The term on the left-hand side is the longitudinal stress, and the three terms on the right-hand side are (respectively) the driving stress, basal shear stress, and cross-stream integrated lateral shear stress (as in Dupont and Alley [2005]). The basal velocity $u_b$ is assumed to result from till deformation. $\tilde{A}$ is the vertically integrated Nye-Glen Law coefficient which is a function of ice temperature, $n$ is the Nye-Glen Law exponent, and $G_s \propto W^{-1}$ is a parameter capturing the importance of lateral shear stress where $W$ is the ice stream half-width.

Longitudinal stress is assumed to balance water pressure at the grounding line [Shumskiy and Krass, 1976]

$$2\tilde{A}^{-\frac{1}{2}} h \left| \frac{\partial u_b}{\partial x} \right| \left| \frac{\partial u_b}{\partial x} \right| = \frac{1}{2} \rho g \left( 1 - \frac{\rho_i}{\rho_w} \right) \left( 1 - f \right) h(x_g)^2. \quad (2)$$

Where $f$ is a parameterization of back stress due to ice shelf buttressing [Dupont and Alley, 2005]. When $f = 0$ (as it is in the baseline simulation), the ice stream is unbuttressed, and when $f = 1$, the ice stream is fully buttressed.

The upstream boundary is defined to be the ice divide, and correspondingly, velocity is set to zero there: $u_b(x = 0) = 0$. Without any upstream ice sheet inflow, the ice stream is self-contained.

Vertical shear of horizontal velocity is added separately to the basal velocity assuming that it arises independently due to driving stress

$$u(z) = u_b + \frac{2\tilde{A}}{n+1} \tau_b h \left[ 1 - \left( 1 - \frac{z - b}{h} \right)^{n+1} \right]. \quad (3)$$

Enforcement of $x - z$ mass continuity allows for the calculation of vertical velocity, by integrating upwards from the bed at constant $x = x_0$

$$w(x, z, t) = - \int_b^{b+h} \frac{\partial u}{\partial x} \bigg|_{x=x_0} \ dz, \quad (4)$$

subject to the condition $w + \frac{u_b}{h} = 0$ at $z = b$. Elsewhere, we also refer to the column-averaged horizontal velocity $\bar{u}(x, t) = \frac{1}{h} \int_b^{b+h} u(x, z, t) dz.$

2.2. Ice Thickness and Grounding Line Position

Ice thickness evolves by simple advection

$$\frac{\partial h}{\partial t} + \frac{\partial}{\partial x} (\bar{u} h) = \alpha - m, \quad (5)$$

with a constant source of accumulation, $\alpha$, everywhere along the flowline. $m$, the basal melt rate, is generally neglected in this equation as it is 1–2 orders of magnitude smaller than accumulation rate in a grounded ice stream.

By definition, ice begins to float at the grounding line,

$$\rho_i h(x_g) = \rho_w b(x_g), \quad (6)$$

where $\rho_i$ is the density of glacial ice and $\rho_w$ is the density of seawater.
2.3. Ice Temperature
Calculating ice temperature along the flowline is necessary for reliable determination of the basal heat budget. We model temperature with the advection-diffusion equation in the $x$–$z$ plane

$$\frac{\partial T}{\partial t} + \frac{\partial}{\partial x}(uT) + \frac{\partial}{\partial z}(wT) = \kappa \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial z^2} \right),$$

(7)

where $\kappa$ is the thermal diffusivity of glacial ice.

At the ice surface, the temperature is equal to a prescribed atmospheric temperature: $T(z = b + h) = T_i$. At the bed, ice temperature is assumed to be at the pressure melting point: $T(z = b) = T_{MP}$ (see discussion of this assumption in section 2.5). There is no heat flux through the ice divide and grounding line: $\left. \frac{\partial T}{\partial x} \right|_{x=0,y} = 0$.

2.4. Till Properties
Subglacial till properties evolve in a manner similar to Robel et al. [2013], which is a modified form of the undrained plastic bed model of Tulaczyk et al. [2000b]. The basal melt rate, $m$, is calculated from the basal heat budget

$$m = \frac{1}{\rho_i L_f} \left( G + \tau_b u_b + k_i \left. \frac{\partial T}{\partial z} \right|_{z=0} \right),$$

(8)

where, on the right-hand side, the first term is the geothermal heat flux, the second term is the frictional heat flux, and the third term is the vertical conductive heat flux at the bed. $k_i$ is the thermal conductivity of glacial ice and $L_f$ is the latent heat of fusion.

Till void ratio, $e = \frac{Z_v}{Z_i}$, is a ratio of the thickness of void spaces in the till column ($Z_v$) to unfrozen solid till thickness without void spaces ($Z_i$). Assuming that meltwater always fills the void spaces in the till column, the till water content can then be defined as $Z_w = e Z_i$. $e$ and $Z_i$ then vary as a function of the ice stream state.

Void ratio is assumed to evolve freely when either above or increasing from a specified lower consolidation threshold, $e_c$

$$Z_i \frac{\partial e}{\partial t} = \begin{cases} m & \text{if } e > e_c \\ m & \text{if } e = e_c \text{ and } Z_i = Z_0 \text{ and } m > 0 \\ 0 & \text{otherwise} \end{cases},$$

(9)

where $Z_0$ is the maximum available till thickness.

To prevent the development of unphysical void ratios, many ice stream models which implement a version of the undrained plastic bed model [e.g., Bougamont et al., 2011; van der Wel et al., 2013] set a minimum attainable void ratio (equivalent to $e_c$ here). In reality, till freezes on at this void ratio threshold. When void ratio reaches its lower threshold in models which do not include till freeze-on, additional basal cooling ($m < 0$) has no effect on the till state. Thus, energy is not conserved and future basal heating ($m > 0$) will immediately begin to increase void ratio from the prescribed minimum. In simulations where void ratios reach this minimum and then begin to increase again, the duration of ice stream stagnation will be significantly different, as till does not need to thaw. Our model includes the process of till freeze-on, ensuring that the duration of ice stream stagnation is accurately simulated and energy is conserved.

When the void ratio reaches $e_c$ from above, till begins freezing on as a frozen fringe [Rempel, 2008]. $Z_s$, the current thickness of unfrozen till without void space, can be modeled accordingly

$$e \frac{\partial Z}{\partial t} = \begin{cases} m & \text{if } 0 < Z_i < Z_0 \\ m & \text{if } e = e_c \text{ and } Z_i = Z_0 \text{ and } m < 0 \\ 0 & \text{otherwise} \end{cases}.$$

(10)

Equations (9) and (10) cover all possible till states, with the exception of $Z_i = 0$, which is discussed in section 2.5.
The basal shear stress is calculated from the basal velocity and void ratio assuming that the till behaves as a Coulomb plastic material

\[ \tau_b = \tau_c \frac{u_b}{\sqrt{u_b^2 + c_b^2}} \]  

(11)

where \( \epsilon_u \) is the velocity scale over which till transitions from a quasi-linear to Coulomb friction law. The critical failure strength of the till follows the empirical form of Tulaczyk et al. [2000a]

\[ \tau_c = \tau_0 \exp[-b(\epsilon - \epsilon_c)] \]  

(12)

where \( \tau_0 \) and \( b \) are empirical parameters.

2.5. Cold-Temperate Transition

For sufficiently strong basal freezing, the entire till layer undergoes freeze-on \( Z_s = 0 \). Basal ice then cools below the melting point in the same fashion as in the lumped model of Robel et al. [2013] and in inter-ice stream ridges. However, the migration of a cold-temperate transition at the bed in a longitudinally resolved model requires the simulation of physical processes not included in a typical thin-film, semi-depth-integrated model [Schoof, 2012]. As such, we omit these physics, with the proviso that our model is only valid for simulations in which the till layer never completely freezes through.

2.6. Stretched Coordinates and Model Numerics

The ice surface and grounding line constitute free boundaries of the grounded ice stream. It is thus advantageous to formulate the numerical solution in a stretched coordinate space

\[ \sigma = \frac{x}{x_g} \]  

(13)

\[ \eta = \frac{z - b}{h} \]  

(14)

where \( x_g = x_g(t) \) is the grounding line position, \( h = h(x, t) \) is the ice thickness, and \( b = b(x) \) is the bed elevation (in a similar fashion to Katz and Worster [2010]). In this system, the grounding line is always at \( \sigma = 1 \) and the ice surface is always at \( \eta = 1 \). This approach prevents the strong grid size dependence in fixed grid solutions [Vieli and Payne, 2005] and allows grid refinement near the grounding line for accurate calculation of transient grounding line migration. This numerical approach is similar to moving grid models without coupling to an ice shelf (referred to as model class MGSHSF in Vieli and Payne [2005]).

The ice divide and grounding line are, respectively, the first upstream and last downstream nodes in the model domain. The basal velocity solution is defined on grid nodes, and ice thickness, till properties, and temperature are defined on grid elements. Alongstream variations in horizontal basal velocity are calculated using the variational approach of Schoof [2006] applied to the force balance described in section 2.1. At each time step, we simultaneously solve for ice thickness and the grounding line position for the stretched domain using backward Euler implicit time integration. We also solve a transformed version of the temperature equation in the stretched domain, in which horizontal diffusion is neglected. See supporting information for all transformed equations and scaling arguments.

3. Ice Stream Internal Variability

In this section, we describe ice stream thermal oscillations and their similarity to variability produced in other models [Clarke, 1976; Fowler, 1987; MacAyeal, 1993; Payne, 1995; Fowler et al., 2001; Robel et al., 2013]. We also show that in a flowline model, transitions between stagnant and active phases of ice stream behavior are manifested as propagating activation and deactivation waves [Fowler and Schiavi, 1998]. Here, we advance previous work by demonstrating that activation waves propagate through a coupling of longitudinal stresses and frictional heat production. Using a sensitivity experiment, we suggest that numerical convergence of spatially resolved models of ice stream variability only occurs when the grid resolution is sufficiently fine (\( \sim 1 \) km) so as to capture the activation wave.

Going forward, we initialize experiments by running the flowline model to a converged state in which the ice stream is permanently streaming at moderate velocity. Our experiments then have an initialization period wherein the prescribed surface temperature is gradually decreased. The surface temperature and all other
system parameters (listed in Table 1 for the baseline simulation) are then held constant to allow the ice stream to equilibrate to the new parameter regime.

When either ice surface temperature or geothermal heat flux is high (as defined by the slope of the black line in Figure 1c), there will be an associated weak vertical temperature gradient at the bed. This enables a small negative background basal heat budget, which is augmented by a constant level of frictional heating and leads to a balanced basal heat budget ($m = 0$ in equation (8)). This parameter regime produces “steady-streaming” behavior in an ice stream. However, if either ice surface temperature or geothermal heat flux is too low, frictional heating is not able to maintain a steady balance. This leads to repeated transitions between the active state where frictional heating causes excess meltwater production and the stagnant state where a shutdown in frictional heating causes meltwater to freeze. We refer to these transitions as “thermal oscillations.”

We can compare the behavior of the simple box model of Robel et al. [2013] with the more complicated flowline model of this study. First, we see that the transition between steady-streaming behavior and thermal oscillations appears similar to the subcritical Hopf bifurcation in the simple model of Robel et al. [2013]. As a result, in simulations where a parameter is slowly varied through the stability boundary in both directions, there is hysteresis (Figures 1a and 1b). However, there are marked differences in the ice stream response depending on which parameter is varied. We see in Figure 1b that despite the slowly applied variation in temperature ($6^\circ$C over 50,000 years), a “memory” of past changes in ice surface temperature causes the ice stream to follow a different path during warming (red solid line) than it did during the initial cooling (blue dashed line), even upon returning to a steady-streaming state. Though variations in geothermal heat flux (Figure 1a) are immediately realized in the basal heat budget, variations in ice surface temperature (Figure 1b) are transported downward to the bed on a time scale of $10^4$ years. Thus, in addition to hysteresis, which is a general feature of parameter variation over the stability boundary, it is important to consider the time scale of ice stream adjustment to forcing through parameters such as ice surface temperature and accumulation. It is likely that both hysteresis and ice stream adjustment time scale play an important role in determining the response of ice streams to (relatively) rapid climate forcing both in modern and glacial periods. In section 6.2, we discuss the implications of hysteresis for interpretation of geomorphological features formed during deglacial transitions.

After a period of transient evolution, the ice stream reaches a stable behavior and we can determine whether it is in a steady-streaming or oscillatory state. Figure 1c shows a representative set of simulations with prescribed surface temperature, $T_s$, and geothermal heat flux, $G$, varied over a reasonable range. These two parameters effectively span all possible types of ice stream behavior (see discussion of stability
Figure 1. (a) Transient numerical simulation with slow \(4 \times 10^{-5} \text{ W m}^{-2}/\text{century}\) decrease (blue dashed) and then increase (red solid) in geothermal heat flux. Surface temperature held constant at \(T_s = -12^\circ\text{C}\). Solid black line is the analytical stability boundary corresponding to solid black line in Figure 1c. (b) Transient numerical simulation with slow \((1.2 \times 10^{-2} \text{ C/century})\) decrease (blue dashed) and then increase (red solid) in ice surface temperature. Geothermal heat flux held constant at \(G = 0.0612 \text{ W m}^{-2}\). Solid black line is the analytical stability boundary corresponding to solid black line in Figure 1c. (c) A summary of model results in a parameter space of ice surface temperature and geothermal heat flux. Blue crosses are steady-streaming simulations (stable fixed point). Red circles are oscillatory simulations (stable limit cycle). Solid black line is an analytically derived stability boundary from Robel et al. [2013] with a correction for bed slope. See supporting information for details of parameter mapping and correction. Dashed black lines correspond to range of parameter variation for hysteresis simulations shown in Figures 1a and 2b. All other parameters are specified in Table 1.

in Robel et al. [2013, Figure 2]). The location of the analytically derived stability boundary of the simpler model (black line in Figure 1c) appears to predict the transition between steady-streaming and oscillatory states simulated by the more complex flowline model of this study. Thermal oscillations have a minimum period of 700–1200 years near the subcritical stability boundary in the flowline model of this study, which also agrees with the simpler model of Robel et al. [2013]. This corresponds to a minimum amplitude of 50–100 km in grounding line migration.

The difference in complexity between the simple model of Robel et al. [2013] and the more complex model of this study hinders a direct mapping between their parameters (see further discussion in supporting information). However, the preponderance of similarities does suggest that at the very least, the simple model of Robel et al. [2013] can be useful in explaining the mechanisms underlying the behavior of more complex ice stream models.

3.1. Thermal Oscillations

The Hovmöller diagrams in Figure 2 show a single oscillation from a baseline simulation of an ice stream in a thermal oscillatory state. After a transient phase of initialization (0–10 kyr in this simulation), the ice stream reaches a new oscillatory state where it switches between active and stagnant phases. In the stagnant phase (Figure 3a), horizontal velocity is low in the ice stream trunk, ice surface slope is high near the grounding line, void ratio is low, part of the till layer thickness is frozen, and the basal temperature gradient is decreasing. Over time, the stagnant ice stream thickens, advection of cold ice to the bed is reduced, and basal temperatures warm through conduction, producing basal meltwater and weakening the bed. Activation occurs near the grounding line where the bed strength and lateral shear stress become less than the driving stress. In the active phase (Figure 3b), horizontal velocity is high everywhere, ice surface slopes are low, void ratio is high and basal temperature gradient is increasing. Over time, the active ice stream thins, increasing vertical heat conduction, freezing basal meltwater, and strengthening the bed. Stagnation occurs near the ice divide where the bed strength and lateral shear stress become greater than the driving stress. The entire process and the evolution of important system variables can be seen in the animation in the supporting information. This thermal mechanism is similar to that described in many previous studies [e.g., Robin, 1955; Oerlemans, 1982; MacAyeal, 1993; Payne, 1995].
Figure 2. Hovmöller diagrams of a single ice stream thermal oscillation. Transient initialization occurs from 0 to 10 kyr. All panels are a function of time on x axis and stretched alongstream coordinate, $u_1D70E$, on y axis. (a) Ice thickness. (b) Basal horizontal velocity. (c) Till water content. (d) Ice thickness slope, $/u1D715h/u1D715x$. In Figure 2a, dashed line indicates location of stagnant ice stream state snapshot corresponding to Figures 3a and 3b. Solid line indicates location of active ice stream state snapshot corresponding to Figures 3c and 3d.

Figure 2d shows three “slope breaks” (rapid spatial changes in slope of ice thickness) away from the grounding zone, where there is always a slope break due to the transition to unconfined ice shelf flow. The concave slope break that separates nonsliding, steep upstream ice from fast-sliding, shallow downstream ice quickly propagates upstream during activation. This slope break is due to the transition from partially frozen to unfrozen till and is discussed in greater detail in the next section on activation waves.

During the stagnant phase, there is a prominent convex slope break that separates high-slope downstream ice from lower-slope upstream ice. Till is partially frozen everywhere in the ice stream, so nonzero velocities cannot be due to weak till. In this phase, there is some internal ice deformation occurring, but the predominant source of nonzero velocities downstream is slow sliding due to high driving stress (see Figure 3a). Longitudinal stresses ensure that the transition to a frictionless ice shelf always produces nonzero mass flux near the grounding line (even when the grounded bed is strong). By removing mass at the grounding line, the ice stream can produce a region of steep slope in the grounding zone, which produces large enough driving stress to match the high yield strength of a partially frozen bed ($/u1D70Fc = /u1D70Fo$, see equation (12)). The transition from upstream ice below the yield stress to downstream ice at this yield stress corresponds to the transition between nonsliding and slow sliding, producing a slope break. This resembles the slope break near the grounding line of the stagnant Kamb Ice Stream [Catania et al., 2010].

During the active phase, there is a minor concave slope break that remains near the ice divide. As in the model of Schoof [2004], this slope break is the result of the imposed upstream boundary condition, which requires that the ice divide remains stagnant while the remainder of the ice stream is active.

3.2. Activation Waves
As is apparent from Hovmöller diagrams (Figure 2), ice stream activation does not occur simultaneously along the ice stream length but rather begins near the grounding zone and then propagates upstream as an activation wave. This wave is defined by a sharp transition in ice thickness, till water content, and horizontal velocity. As it propagates upstream, ice surface slopes decrease, frictional heating increases, till thaws, void ratio increases, and horizontal velocity increases by 2 orders of magnitude.
We show here that the mechanism of activation wave propagation is a coupling between frictional heat production and longitudinal stress. At a location where a perturbation of high ice velocity is initiated due to a weak bed, longitudinal stress smooths variations in horizontal velocity. This produces ice slip over a strong bed up and downstream of the initial perturbation, resulting in frictional heat production. This initiates a positive feedback between frictional heating, meltwater production, bed weakening, and increased ice velocity. The adjacent till is quickly saturated, and horizontal propagation continues as longitudinal stress spreads high velocities from the newly weakened bed. An equivalent “deactivation wave” occurs near the ice divide, but it does not propagate the full ice stream length before complete stagnation occurs. Though this was explored to some extent in Fowler and Schiavi [1998], we will not discuss it here in detail.

In Figure 4b, during the stagnant phase, we see a zone of large positive longitudinal stress that corresponds with a slope break. This longitudinal stress maximum slowly moves upstream with the slope break, initiating infinitesimal sliding up and downstream, where the till is still strong. The aforementioned propagation mechanism should be initiated, but the net heat flux at the bed due to geothermal heat flux and vertical heat conduction is negative (Figure 4e) and small perturbations in frictional heating are rapidly dissipated. When the net heat flux at the bed crosses zero due to ongoing accumulation of ice thickness, perturbations in frictional heating are able to rapidly grow through the positive feedback of frictional heating and meltwater production (Figure 4c). We have plotted an example (Figures 4d and 4e) at $\sigma = 0.5$, in the middle of the ice stream, where the net heat flux crosses zero at $t \approx 11.45$ kyr, several decades before there is a spike in both longitudinal stress and frictional heat production. In such a way, the activation wave propagates via coupling of frictional heating and longitudinal stress, but only when the background net heat flux allows for the growth of the frictional heating instability.

Price et al. [2008] showed a similar feedback between longitudinal stress and frictional heating in experiments of an externally perturbed ice stream model without meltwater storage. In Price et al. [2008] and other similar studies [Payne et al., 2004], initial perturbations near the grounding line propagate upstream while being rapidly damped, typically not reaching further than 100–200 km. In this study, the initiation of streaming at the grounding line is amplified and propagated ~1000 km upstream to the ice divide, where it is damped only because of the prescription of no sliding. The frictional heating instability described
Figure 4. Mechanism of activation wave propagation. (a–c) Hovmöller diagrams with time on the x axis and stretched alongstream coordinate, σ, on y axis. (a) Horizontal basal velocity. (b) Longitudinal stress. (c) Frictional heat flux. (d) Force balance and (e) basal heat budget at a single location (σ = 0.5) with time on the x axis. In Figure 4e, we plot the negative of the conductive heat flux and split the y axis to highlight the difference in geothermal and vertical conductive heat flux.

previously is the physical mechanism responsible for amplification. However, it is the storage of meltwater in the till layer which maintains weak till long after passage of the activation wave. Sensitivity experiments (Table 2) demonstrate that as we increase the maximum available till thickness (Z₀), which controls the rate of till layer adjustment to changes in basal meltwater production, the amplitude of grounding line migration associated with thermal oscillations also increases. Thus, the “memory” maintained by the storage of meltwater ultimately controls the integrated ice stream response to activation waves. This agrees with the speculation of Price et al. [2008] that when basal storage capacity is significant, the enduring effect of past meltwater production enhances the ice stream response to changes near the grounding line.

The growth rate and extent of inland propagation is also dependent on the initial ice stream state. Ice streams that begin in a stagnant state amplify perturbations aggressively due to the significant contrast between stagnant and adjacent active ice. Ice streams that begin in a streaming state (as in Price et al. [2008]) may damp perturbations due to the lesser contrast between streaming and adjacent slightly faster streaming ice (and hence weaker longitudinal stress gradient). Though this study is focused on understanding the unforced variability of ice streams, these simulations suggest that further study of activation waves and their representation in numerical models would advance understanding of the magnitude, time scale, and upstream extent of the ice stream response to forcing near the grounding line.

3.3. Activation Wave Smoothness and Model Convergence

Activation waves are a common feature of longitudinally resolved ice sheet models with simple basal hydrology [Fowler, 1987; Greenberg and Shyong, 1990; Payne, 1995; Fowler and Schiavi, 1998]. Similarly, in many model simulations of large paleo-ice sheet discharge events (i.e., Heinrich events) [see Calov et al., 2002; Papa et al., 2006; Calov et al., 2010], wave-like features do appear. Notwithstanding the qualitative
Figure 5. Activation wave speed convergence with finer upstream horizontal grid spacing. X axis is grid spacing measured in non-dimensional stretch coordinate units (in text, we refer to physical units of grid spacing corresponding to an ice stream with $x_g = 1000$ km for simplicity). Activation wave speed is calculated by tracking the movement of the concave slope break referenced in section 3.1 from the grounding zone to a location $x_g/10$ from ice divide.

Fowler and Schiavi [1998] showed that matched asymptotic methods can be used to analyze activation waves in shock coordinates. Repeating such an asymptotic analysis for our more complex model is beyond the scope of our study. We instead test the sensitivity of simulated activation wave speed to upstream model resolution (grounding zone resolution is already high) to determine whether it is necessary to resolve the boundary layer associated with the activation wave front (Figure 5). At a coarse upstream horizontal grid spacing of $\sim 50$ km typical of continental-scale ice sheet models, activation wave speed is approximately twice its fully converged value. At much finer upstream resolution of $\sim 5$ km, activation waves are within 10% of fully converged. Further convergence proceeds slowly with increased resolution, but we are confident that our solution has reached numerical convergence (within 1%) for fine grid spacing of $\sim 1$ km. Convergence in activation wave speed is also accompanied by convergence of thermal oscillation amplitude and period. We conclude that accurate simulation of ice stream variability (including Heinrich events) requires considerably finer horizontal grid resolution than what has traditionally been used in coarse-gridded (25–150 km) ice flow models at continental scale [Calov et al., 2002; Papa et al., 2006; Calov et al., 2010]. This can likely be accomplished with a hybrid model scheme [Bueler and Brown, 2009] or adaptive-mesh approaches [e.g., Goldberg et al., 2009].

3.4. Activation Wave Propagation to the Grounding Line

In the simulation discussed here, steep surface slopes maintain nonnegligible sliding velocities in the grounding zone which produce a constant level of frictional heat production, even during the stagnant phase. Consequently, in this model, the heat budget becomes positive and activation occurs near the grounding line first. This does not imply that activation waves only propagate upstream, as related observational [Fatland and Lingle, 1998] and theoretical [Fowler, 1987] analyses show that mountain glacier surges (which are due to a similar mechanism) propagate both upstream and downstream. In this study, it is difficult to discern the downstream-propagating activation wave, as it reaches the grounding line very quickly. Upon reaching the grounding line, this activation wave initiates a short-lived decrease in ice thickness, and attendant grounding line retreat (see black solid line of Figure 6a). The influence of the downstream-propagating activation wave is quickly overtaken by transport from the upstream-propagating activation wave which initiates a significantly larger increase in ice thickness and attendant grounding line advance. We discuss this grounding line migration in the next section.

4. Grounding Line Migration

Thermal oscillations in our ice stream model are accompanied by large, rapid migrations in grounding line position (black solid line in Figure 6a). When the ice stream activates, the grounding line begins to advance...
at rates that can exceed 1 km/yr, with most of the advance then occurring over a period of 100–300 years. Grounding line retreat begins during the active phase after excess ice thickness in the grounding zone has been transported through the grounding line. Grounding line retreat at rates of hundreds of meters per year then continues for the remainder of the active phase. When the ice stream stagnates, the rate of retreat decreases significantly and the grounding line position becomes nearly static. For a range of parameters appropriate for the Siple Coast (see Table 2), the grounding line can migrate 100–170 km over the thermal oscillation cycle. To explain this sequence of grounding line migration events, we examine the advection of mass within and out of the ice stream in more detail.

During the stagnant phase, the bed is strong and supports steep surface slopes in a downstream portion of the ice stream, as a significant reservoir of mass is stored upstream. When activation occurs, there is a large divergence in ice velocity near the grounding line (black solid line in Figure 6b) associated with the initiation of the upstream propagating activation wave. As the activation wave propagates upstream, it advects ice thickness from the upstream ice mass reservoir to the grounding line. As we argue below, the flotation condition (equation (6)) ensures that any changes in grounding line ice thickness lead to grounding line migration. As ice is advected to the grounding line from upstream, a nearly equivalent effective grounding line flux (red dotted line in Figure 6b) will remove ice from the grounded ice stream. The effective grounding line flux, \( q_g \), is calculated as \( u(x_g) - h(x_g) \). \( q_g \) accounts both for ice advected through the grounding line and the contribution from a change in the size of the domain (the grounding line in this model), making it the relevant measure of ice leaving the system. In this case, the effective grounding line ice flux does not adjust rapidly enough to compensate for the significant mass flux from upstream and therefore ice thickness in the grounding zone increases, leading to grounding line advance.

As the grounding line position advances, the effective grounding line flux increases with the deepening bed. Eventually, effective grounding line flux exceeds the influx of mass from upstream, leading to a decrease in ice thickness and grounding line retreat. Once the ice stream stagnates, slow advection of ice from the grounding zone continues primarily through slow sliding, which continues for the duration of the stagnant interval until reactivation. Keeping in mind the highly idealized nature of these model simulations (and that they represent an order-of-magnitude estimate of ice flux for a real ice stream system), we can approximate the sea level contribution of internal variability for the Siple Coast-like baseline ice stream simulation. At the peak of ice streaming, the equivalent rate of mass discharge through the grounding line is approximately 0.15 mm/yr and the total mass flux through the grounding line over the course a single thermal oscillations is 85 mm (for an ice stream 50 km wide at the grounding line, with ice flux spread evenly over global ocean area).

The scale of change in grounding line position resulting from thermal oscillations is determined by ice thickness at the grounding line, where ice begins to float (equation (6)). This flotation condition can be written in difference form

\[
\rho_i \frac{\Delta h_g}{\Delta x_g} = \rho_w b_x, \tag{15}
\]

and then rearranged as

\[
\Delta x_g = \frac{\rho_i}{\rho_w b_x} \Delta h_g. \tag{16}
\]

where \( b_x \) is the local bed slope over the region of grounding line migration, \( \Delta h_g \) is a change in ice thickness at the grounding line and \( \Delta x_g \) is a change in grounding line position. A straightforward interpretation is that changes in grounding line position are determined by changes in the ice thickness at the grounding line, modulated by the inverse of the local bedslope. This is confirmed by Figure 6a, where the net mass balance in the grounding zone (blue dashed line; defined as \( \Delta x_g a_x + (uh)_{x=1} - (uh)_{x=0} \) with \( \Delta x = 0.03 \)) is proportional to the derivative of the grounding line position. When the net mass balance in the grounding zone is positive, the grounding line thickness is increasing and the grounding line advances. Conversely, when the net mass balance in the grounding zone is negative, the grounding line thickness decreases and the grounding line retreats. For the same change in ice thickness at the grounding line, a shallower bed slope will lead to more grounding line migration. This is confirmed by experiments of sensitivity to bed slope shown in Table 2.
In our simulations of an ice stream on a linear prograde bed with no external forcing, the grounding line position repeatedly migrates over a significant distance in response to an internal instability unrelated to the marine ice sheet instability (as first described by Weertman [1974]). Nearly all of the grounding line advance and retreat in our model occurs during the active phase, when the total ice stream mass balance is negative. During the stagnant phase, the ice stream mass balance is positive and a reservoir of mass grows upstream. However, the net mass balance of the grounding zone is small and negative, and the grounding line continues to slowly retreat during the stagnant phase. The local mass balance in the grounding zone (blue dashed line in Figure 6a) has a more direct relationship to the grounding line migration rate through its influence on ice thickness than the net mass balance over the full ice stream length (red dashed line in Figure 6b). This has important consequences for the interpretations of grounding line migration that associate advance with a positive ice stream mass balance and retreat with negative mass balance [e.g., Shabtaie and Bentley, 1987; Joughin and Tulaczyk, 2002]. Ice streams that are currently in retreat are likely to have negative mass balance in the vicinity of the grounding zone. However, a retreating grounding line does not always necessitate a negative mass balance in the entire ice stream, as we have shown through the example of unforced variability produced by thermal oscillations.

5. Parameter Sensitivity

We assess the robustness of the simulated ice stream behavior with a basic sensitivity analysis, varying parameters from the baseline simulation. The results of these parameter sensitivity tests are compiled in Table 2 and are meant to sample a range of values that could reasonably be expected for Siple Coast ice streams. Generally, these simulations exhibit thermal oscillations with amplitude of grounding line migration of 100–170 km and a period of 900–1800 years.

Reductions in either ice surface temperature or geothermal heat flux lead to an increase in the amplitude of upstream thickness variations associated with thermal oscillations. This agrees with Robel et al. [2013], who predict an increase in amplitude of ice stream thickness oscillations for decreasing ice surface temperature or geothermal heat flux. Counterintuitively, this increase in the amplitude of upstream thickness oscillations results in a decrease in the amplitude of grounding line migration associated with thermal oscillations. As it turns out, when the ice stream activates, the rate of ice transport downstream to the grounding line is reduced by increased lateral stress (see last term on right hand side of equation (1)) due to thicker ice in the upstream mass reservoir. The slower delivery of ice to the grounding due to increased lateral shear stress is more effectively compensated by the effective grounding line flux, resulting in less ice thickening at the grounding line and thus less grounding line migration.

A wider ice stream decreases lateral shear stress \( (G_s) \) and leads to an increase in thermal oscillation amplitude, but a decrease in period. The reduced period is caused by a lower threshold for activation of stagnant
Table 2. Compilation of Results From Parameter Sensitivity Experiments\textsuperscript{a}

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Decreased from baseline</th>
<th>Increased from baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>T \textsubscript{s}</td>
<td>20</td>
<td>120</td>
</tr>
<tr>
<td>G</td>
<td>0.05</td>
<td>119</td>
</tr>
<tr>
<td>\alpha\textsubscript{c}</td>
<td>0.4</td>
<td>152</td>
</tr>
<tr>
<td>b\textsubscript{x}</td>
<td>\text{\textit{\texttimes}10^-4}</td>
<td>159</td>
</tr>
<tr>
<td>G\textsubscript{f}</td>
<td>300</td>
<td>153</td>
</tr>
<tr>
<td>Z\textsubscript{0}</td>
<td>1</td>
<td>104</td>
</tr>
<tr>
<td>f</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Simulations marked with an “X” exhibit steady-streaming behavior. Other parameter values are the same as the baseline simulation and are listed in Table 1. Baseline simulation has amplitude 137 km and period 1382 years.

Ice streams. When the ice stream activates, reduced lateral stress allows for larger excursions in grounding line position.

Increasing the buttressing parameter (from the baseline of an unbuttressed ice stream where \( f = 0 \)) has the ability to reduce amplitude and period or altogether suppress thermal oscillations (marked with “X” in Table 2). This may be an important consideration in applying this model to buttressed ice streams. However, it is unclear what value of the buttressing parameter would be appropriate for real Siple Coast ice streams. As the results in Table 2 show, there are other cases in which the stability boundary has been crossed resulting in steady-streaming behavior. This leads us to the same conclusion as Robel et al. [2013] that modern Siple Coast ice streams may reside in a parameter regime on or near a transition to steady-streaming behavior.

6. Relevance to Observations and Other Models

As the parameter sensitivity experiments of section 5 show, comparing the results of this idealized model to real observations can be complicated by a number of factors including ice shelf buttressing and spatial variations in ice stream width, bed topography, accumulation, and ice surface temperature. Additionally, Horgan and Anandakrishnan [2006] and Rignot et al. [2011] suggested that there is an error of hundreds of meters per year in modern estimates of grounding line migration rates in the Siple Coast. The short duration of reliable grounding line observations from aircraft and satellites hinders robust detection of low-frequency signals amid high-frequency noise and potentially significant external forcing. Thus, it is difficult to discern ongoing grounding line migration during most of the thermal oscillation cycle, except in the period immediately following activation and the period surrounding stagnation when migration rates are sufficiently large to distinguish from measurement error. Correspondingly, this section focuses on geological indicators of long-term grounding line migration and their correspondence to model simulations from this and other studies.

6.1. Whillans and Kamb Ice Streams

Luthra et al. [2013] found evidence of multiple subglacial sediment packages \( \sim 80 \) km upstream of the modern grounding line of Whillans Ice Stream. These features may have originated from sediment deposition at the grounding line during multiple past retreat and re-advance events. We would expect that the current ongoing deceleration and eventual stagnation would result in grounding line migration to the location of these features. This broadly agrees with Catania et al. [2010], who, on the basis of melt-related stratigraphy, concluded that the grounding line of Whillans Ice Stream has retreated and readvanced coinciding with stagnation and reactivation over the last 850 years.

Thomas et al. [1988] and Horgan and Anandakrishnan [2006] agree that the grounding line of recently stagnant Kamb Ice Stream is static or migrating at a slow rate. Catania et al. [2005] inferred the presence of a relict grounding line \( \sim 100 \) km upstream of the current grounding line, which may be evidence of past thermal oscillations. Paired with our simulation, one potential interpretation is that Kamb Ice Stream is currently in a period of slow post-stagnation retreat to the location of that relict grounding line. However, this simulation does not account for the fact that the grounding line of Kamb Ice Stream currently lies on a retrograde section of an overdeepening. Another possibility is that the grounding line of Kamb Ice Stream...
is currently located at a lateral “pinning point” where lateral shear stresses associated with narrowing has prevented further retreat [Dupont and Alley, 2006]. Under this scenario, future retreat associated with stagnation may occur rapidly, once the grounding line has passed its current location. Accounting for longitudinal variations in width and bed topography would enable the flowline model to test such hypotheses.

6.2. Grounding Zone Wedges

Grounding zone wedges are widespread features of the Antarctic continental shelf in locations where paleo-ice streams retreated during the last deglaciation [Livingstone et al., 2012]. In many instances, these grounding zone wedges are found in clusters [Mosola and Anderson, 2006; Graham et al., 2010] or inter-spersed with push moraines [O’Brien et al., 1999], indicating episodic grounding line retreat and re-advance. Studies have suggested a number of possible mechanisms for generating these depositional features, such as changes in external forcing [Hollin, 1962], lateral pinning points [Jamieson et al., 2012], or subglacial drainage events [Livingstone et al., 2012].

It is possible that grounding line migration due to the type of internal ice stream variability simulated in this study was superimposed on gradual retreat of ice streams during the last deglaciation. The simulations shown in this study suggest that there are periods of near-zero grounding line migration associated with both the stagnant phase and the peak of the active phase of an ice stream thermal oscillation. These appear to be sufficiently long to produce grounding zone wedges observed on the Antarctic continental shelf. Such an interpretation is supported by Christoffersen et al. [2010], who suggested that sediment wedges and other geological features may be the result of subsequent melting and refreezing of basal ice debris.

The stability boundary hysteresis described in section 3 may have important implications for interpretations of geological features formed during periods of known climate transition. All else being equal, atmospheric warming associated with a deglaciation transition could cause a retreating ice stream to transition from a thermal-oscillatory state which may produce clusters of grounding zone wedges during periods of stagnation to a steady-streaming state which may not produce a grounding zone wedge. This explanation is supported by observational evidence that at least four Antarctic paleo-ice streams underwent episodic retreat on the outer continental shelf and then fast retreat on the inner continental shelf during the last deglaciation [Livingstone et al., 2012]. Subsequent cooling associated with the buildup of a large ice sheet would cause the reverse transition, but not at the same location on the shelf. The presence of such hysteresis in ice stream behavior could be revealed by careful analysis of geological features (barring significant over-printing) near the margins of paleo-ice sheets. This is just one example of how using the ice stream model of this study in conjunction with estimates of topography and paleoclimatological forcing could be a powerful tool in interpreting the location and age of paleo-ice stream geomorphological features.

6.3. Comparison to Other Model Studies

The data-model studies of Hulbe and Fahnestock [2004, 2007], and Fried et al. [2014] provide the best comparison for simulations of grounding line migration induced by ice stream variability. The models used in these studies include prescribed ice stream variability forcing a domain that primarily encompasses the Ross Ice Shelf. The resulting grounding line migration looks broadly similar to the simulations in our study, including slow grounding line retreat during stagnation and advance after activation. Hulbe and Fahnestock [2007] highlights a 500 m/yr retreat of the grounding line of Kamb Ice Stream following the recent stagnation. This estimate seems large compared to observations of the grounding line retreat of Kamb Ice Stream and our prediction, though it is possible that more realistic forcing and topography could yield such rapid grounding line retreat.

Our model serves as a complement to the analysis of Hulbe and Fahnestock [2004, 2007]. We have improved on these earlier studies by simulating the grounding zone at a sufficiently high resolution to resolve the mechanical transition from ice sheet to ice shelf flow [Schoof, 2007a]. This gives us confidence that the type of simulated transient behavior of the grounding line during periods of significant change is reasonable. Additionally, the transport of significant ice thickness to the grounding line during the active phase enables the rapid grounding migration simulated in our model. These dynamics cannot necessarily be realistically reproduced by simply prescribing ice stream variability. By including ice stream thermodynamics and the evolution of till properties, we have a closed system that does not require external forcing to
produce grounding line migrations. This enables us to describe the physical links between thermal oscillations, the development of activation waves, and migration of the grounding line.

7. Conclusions

In this study, we have developed reasonable estimates for the time scale and amplitude associated with thermally induced grounding line variability. This modeled variability is broadly similar to simpler ice stream models, demonstrating their usefulness as explanatory tools. Activation waves propagate outward from an initial location near the grounding line. A sensitivity analysis demonstrates that accurately modeling thermal oscillations and their associated activation wave requires a resolution of ~1 km. The activation wave triggers grounding line migration that can exceed 100 km at rates over 1 km/yr. In the example shown in this study, grounding line migration is the result of changes in mass balance at the grounding line, which may be different from the total ice stream mass balance. Additionally, these simulations have been used to broadly interpret observations of past ice stream grounding line migration. We conclude that modeling of specific ice streams with this approach may assist in interpretation of seemingly disparate observations of grounding line migration.
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1 Model Details

1.1 Stretch Coordinates

One of the primary purposes of this model is to accurately capture the grounding line position as the ice stream evolves. Our approach here is based off of that of Schoof (2007). We adopt a system of dimensionless stretch coordinates in the $x-z$ plane

$$\sigma = \frac{x}{x_g}$$

$$\eta = \frac{z - b}{h}.$$  

where $x_g$ is the grounding line position, $b$ is the bedrock elevation and $h$ is the ice stream thickness. In this system, the grounding line is always at $\sigma = 1$ and the ice surface is always at $\eta = 1$.

1.2 Horizontal Velocity

We start by considering the x-directed momentum balance for an ice stream

$$\partial_x \left( 2h \bar{A} - \frac{1}{2} |\partial_x u_b|^{n-1} \partial_x u_b \right) = \tau_d(x,t) + \tau_b(x,t) + G_s h |u_b|^{\frac{1}{2} - 1} u_b,$$  

where $u_b(x,t) = u(z = b; x, t)$ is the basal ice velocity. The term on the LHS is the longitudinal stress and the three terms on the RHS are (respectively) the driving stress, basal shear stress and cross-stream integrated lateral shear stress. The basal velocity $u_b$ is assumed to result from till deformation. $A$ is the vertically integrated Glen’s law coefficient which is a function of ice temperature and $n$ is the Glen’s law exponent.

Driving stress has its usual form

$$\tau_d(x,t) = \rho_i gh \partial_x h,$$  
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where \( \rho_t \) is the density of glacial ice and \( g \) is the acceleration due to gravity.

As in Dupont and Alley (2005), the parameter \( G_s \) arises from assuming that cross-stream variation in velocity primarily occurs in the shear margins and then scaling away the parameters that arise in this margin, yielding

\[
G_s = W^{-1}(A_sW_s)^{-\frac{1}{2}}
\]

where \( A_s \) is the Nye-Glen Law coefficient in shear margins, \( W \) is the ice stream half-width and \( W_s \) is the shear margin width.

Vertical shear of horizontal velocity is calculated separately by following the shallow ice approximation and assuming simple shear

\[
\dot{\tau} = \frac{2A}{n+1} \frac{1}{x_g} \left( 1 - (1 - \eta)^{n+1} \right)
\]

where \( \eta \) is the scaled vertical coordinate, \( u_b \) is the basal velocity calculated using the momentum balance from above and \( A \) is the vertically averaged Glen’s law coefficient.

### 1.3 Vertical Velocity

We expect that our model may develop large gradients in horizontal velocity as horizontal variations in till water content lead to large variations in bed strength (see section 1.6). Without enforcing mass continuity, these local divergences will lead to significant losses of heat from the ice in locations where the heat balance is critical. Thus, we enforce x-z mass continuity

\[
\dot{\rho}x + \dot{\rho}z = 0.
\]

Adopting stretch coordinates, this becomes

\[
\frac{\partial_x u}{x_g} - \frac{(\eta \partial_z h + \partial_x b) \partial_z u + \partial_z w}{h} = 0,
\]

subject to \( w + u \partial_z b = 0 \) at \( z = b \), now \( w = \frac{a}{x_g} \partial_x b \) at \( \eta = 0 \). For constant \( \sigma \), we choose to integrate from the bed upwards to solve for \( w(\eta) \) as a function of \( u(\eta) \) (pre-computed above)

\[
w(x, z, t) = \int_0^1 \left[ \frac{\eta \partial_z h + \partial_x b}{h} \frac{\partial_z u}{x_g} - \frac{\partial_z u}{x_g} \right]_{\sigma = \sigma_0} d\eta.
\]

### 1.4 Ice Thickness

Ice thickness evolution is the result of a simple mass balance with constant accumulation as a source everywhere and an advective flux moving ice within and out of the domain. The resulting prognostic equation for ice thickness is simply

\[
\dot{h} + \partial_x (\bar{u}h) = a
\]

where \( \bar{u}(x, t) = \frac{1}{h} \int_0^{b+h} u(x, z, t) dz \) is the vertically averaged velocity.

Again, adopting stretch coordinates, the advection equation for ice thickness will change to

\[
\dot{h} - \frac{\sigma \bar{x}_g}{x_g} \partial_x h + \frac{\partial_x (\bar{u}h)}{x_g} = a
\]
where the extra terms are the result of the changing coordinate system.

We can rewrite this in a more natural divergence form

\[ \dot{h} + \frac{1}{x_g} \partial_\sigma [(\bar{u} - \sigma \dot{x}_g) h] + \frac{\dot{x}_g}{x_g} h = a \]  

(12)

where \( \bar{u} - \sigma \dot{x}_g \) is the “effective” horizontal velocity less the rate of coordinate stretching.

### 1.5 Ice Temperature

Calculating temperature along the flowline and in the vertical is necessary in order to accurately determine the basal heat budget and attendant meltwater production rate. We begin with the advection-diffusion equation for temperature in the \( x-z \) plane

\[ \dot{T} + \nabla \cdot (\bar{u} T) = \kappa \nabla^2 T \]  

(13)

\[ \dot{T} + \partial_x (uT) + \partial_z (wT) = \kappa (\partial_{xx} T + \partial_{zz} T) \]  

(14)

We now transform to the same stretch coordinates as above. In a full expansion, we are left with the following unwieldy heat equation

\[
\dot{T} - \frac{\sigma \dot{x}_g}{x_g} \partial_\sigma T - \frac{\eta}{h} \left( \dot{h} - \frac{\sigma \dot{x}_g}{x_g} \partial_\sigma h \right) \partial_\eta T + \frac{1}{x_g} \partial_\sigma (uT) - \frac{1}{hx_g} (\eta \partial_\sigma h + \partial_\sigma b) \partial_\eta (uT) + \frac{1}{h} \partial_\eta (wT) = \kappa \left[ \frac{1}{x_g^2} \partial_{\sigma \sigma} T + \frac{\eta^2 (\partial_\sigma h)^2}{h^2 x_g^2} \partial_{\eta \eta} T - \frac{2\eta \partial_\sigma h}{h^2 x_g} \partial_{\eta \sigma} T + \frac{2\eta \partial_\sigma h}{h^2 x_g} \partial_\eta (\partial_\sigma T - \frac{\eta \partial_\sigma h + \partial_\sigma b}{h} \partial_\eta (uT) + \frac{1}{h^2} \partial_\eta (wT)  
\]

\[
\]  

(15)

Then, within the brackets on the RHS, we can perform some scaling, assuming that: \( \sigma \sim O(1), \eta \sim O(1), x_g \sim O(10^5), h \sim O(10^3). \) This leaves only the vertical diffusion term, and so our heat equation reduces to

\[ \dot{T} - \frac{\sigma \dot{x}_g}{x_g} \partial_\sigma T - \frac{\eta}{h} \left( \dot{h} - \frac{\sigma \dot{x}_g}{x_g} \partial_\sigma h \right) \partial_\eta T + \frac{1}{x_g} \partial_\sigma (uT) - \frac{1}{hx_g} (\eta \partial_\sigma h + \partial_\sigma b) \partial_\eta (uT) + \frac{1}{h} \partial_\eta (wT) = \kappa \frac{1}{h^2} \partial_{\eta \eta} T  
\]

(16)

In divergence form this becomes

\[ \frac{\partial T}{\partial \tau} + \frac{1}{x_g} \frac{\partial}{\partial \sigma} \left[ (u - \sigma \dot{x}_g T) \right] + \frac{1}{\eta} \frac{\partial}{\partial \eta} \left[ \left( w - \eta \left( \frac{\partial h}{\partial \tau} + \frac{(u - \sigma \dot{x}_g) \partial h}{x_g \partial \sigma} \right) - \frac{u \partial b}{x_g \partial \sigma} \right) T \right] 
\]

\[ + \frac{\dot{x}_g}{x_g} T + \frac{1}{h} \left[ \frac{\partial h}{\partial \tau} + \frac{(u - \sigma \dot{x}_g) \partial h}{x_g \partial \sigma} \right] T = \frac{k}{h^2} T_{\eta \eta}. \]  

(17)

The advective velocity in the \( \eta \)-direction turns out to be

\[ w - \eta \left( \frac{\partial h}{\partial \tau} + \frac{(u - \sigma \dot{x}_g) \partial h}{x_g \partial \sigma} \right) - \frac{u \partial b}{x_g \partial \sigma} \]  

(18)

This accounts for the tilting of the element boundaries through the last term as well as for the motion of the element as the domain is stretched.
1.6 Till Properties

Since till water content is determined solely by local meltwater production, it is dealt with in a similar way as in Robel et al. (2013), which adopts a slightly modified form of the undrained plastic bed model of Tulaczyk et al. (2000b). The basal heat budget is

\[ m = \frac{1}{\rho_i L_f} \left( G + \tau_b(x) u_b(x) + \frac{k_i}{h(x)} \partial_y T(x) \right) \Big|_{\eta=0} \]  

(19)

where, on the RHS, the first term is the geothermal heat flux, the second term is the frictional heat flux and the third term is the conductive heat flux at the bed.

Till void ratio, \( e = \frac{Z_w}{Z_s} \), is a ratio of the thickness of void spaces in the till column \( (Z_w) \) to unfrozen solid till thickness without void spaces \( (Z_s) \). Assuming that meltwater always fills the void spaces in the till column, the till water content can then be defined as \( Z_w = e Z_s \). \( e \) and \( Z_s \) then vary as a function of the ice stream state.

Void ratio is assumed to evolve freely when either above or increasing from a specified lower consolidation threshold, \( e_c \)

\[ Z_s \frac{\partial e}{\partial t} = \begin{cases} 
  m & \text{if } e > e_c \\
  m & \text{if } e = e_c \text{ and } Z_s = Z_0 \text{ and } m > 0 \\
  0 & \text{otherwise}
\end{cases} 
\]  

(20)

where \( Z_0 \) is the maximum available till thickness.

When the void ratio reaches \( e_c \) from above, till begins freezing on as a frozen fringe (Rempel, 2007). \( Z_s \), the current thickness of unfrozen till (without void space) can be modeled accordingly

\[ e \frac{\partial Z_s}{\partial t} = \begin{cases} 
  m & \text{if } e = e_c \text{ and } 0 < Z_s < Z_0 \\
  m & \text{if } e = e_c \text{ and } Z_s = Z_0 \text{ and } m < 0 \\
  0 & \text{otherwise}
\end{cases} 
\]  

(21)

The basal shear stress is calculated from the basal velocity and void ratio assuming that the till behaves as a Coulomb plastic material

\[ \tau_b = \tau_c \frac{u_b}{\sqrt{u_b^2 + \epsilon_u^2}} \]  

(22)

where \( \epsilon_u \) is the velocity scale over which till transitions from a quasi-linear to Coulomb friction law. The critical failure strength of the till follows the empirical form of Tulaczyk et al. (2000a)

\[ \tau_c = \tau_0 \exp\left[ -b(e - e_c) \right] \]  

(23)

where \( \tau_0 \) and \( b \) are empirical parameters.

1.7 Boundary Conditions

1.7.1 Flotation at the Grounding Line

Ice begins to float at the grounding line \( (\sigma = 1) \), so the flotation condition must apply

\[ \rho_i h = \rho_w b \]  

(24)
where, $\rho_i$ is the density of ice, $\rho_w$ is the density of water, $h$ is the ice thickness, and $b$ is the bed elevation.

Longitudinal stress is assumed to balance water pressure at the grounding line (Shumskiy and Krass, 1976)

$$
\frac{2A^{-\frac{1}{2}} h}{b} \left[ \frac{\partial u_b}{\partial x} \right]^{\frac{1}{2}} \left[ \frac{\partial u_b}{\partial x} \right] = \frac{1}{2} \rho_i \left( 1 - \frac{\rho_i}{\rho_w} \right) gh(x_g)^2. 
$$

(25)

1.7.2 Ice Divide

By definition, the upstream boundary ($\sigma = 0$) is the ice divide. Here, we have $u_b = 0$.

1.7.3 Temperature

There are Dirichlet boundary conditions on temperature at the upper and lower ice surfaces

$$
T(z = b) = T_{MP}, 
$$

(26)

$$
T(z = b + h) = T_s, 
$$

(27)

where $T_{MP}$ is the melting point of ice and $T_s$ is a prescribed ice surface temperature.

At the up- and downstream boundaries, we have set zero Neumann boundary conditions

$$
\frac{\partial T}{\partial x} \bigg|_{x=0} = \frac{\partial T}{\partial x} \bigg|_{x=x_g} = 0
$$

(28)

2 Numerics

Keep in mind that we use $\tau$ (without a subscript) in this section to indicate time. It is a placeholder in the transformed coordinate system, though we still say that $\tau = t$.

2.1 Horizontal Velocity

Following Schoof (2006), we use a variational approach to calculate horizontal velocity at the bed. The key difference here is that we have replaced the resolved lateral velocity variation with the integrated form of Dupont and Alley (2005) in our momentum balance (equation 3). To obtain the weak variational form, we start by multiplying the momentum balance by a test function, $q$

$$
q \partial_x (2hu^\frac{1}{2}q) - G_s hu^\frac{1}{2}q - \tau_b(u, . . . )q - \tau_d q = 0.
$$

(29)

Integrating over the domain (in dimensional coordinates)

$$
\int_0^{x_g} \left[ q \partial_x (2hu^\frac{1}{2}q) - G_s hu^\frac{1}{2}q - \tau_b(u, . . . )q - \tau_d q \right] dx = 0,
$$

(30)

and then integrating by parts in the first term

$$
\int_0^{x_g} q \partial_x (2hu^\frac{1}{2}q) dx = \int_0^{x_g} -2hu^\frac{1}{2}u \partial_x q dx + 2ghu^\frac{1}{2}u \int_0^{x_g}.
$$

(31)
If the test function \( q \) satisfies zero dirichlet conditions where \( u \) has Dirichlet conditions \((u(x = 0) = 0)\), then: \( q(x = 0) = 0 \). So

\[
2qhv\dot{x}u_0^{\tau_s} = 2qhv\dot{x}u_{x=x_g}^{\tau_s} \tag{32}
\]

where we know the RHS from our stress condition at the downstream boundary (equation 25). This term can now be written as

\[
T_f q = \frac{1}{2} \rho_i \left( 1 - \frac{\rho_i}{\rho_w} \right) gh^2 q. \tag{33}
\]

Now, substituting back into equation 30, we arrive at the weak variational form

\[
\int_0^{x_g} \left[ -2h\dot{x}_u u \partial_x q dx - G_s hu^{\frac{1}{2}} q - \tau_b(u, \ldots)q - \tau_d q \right] dx + T_f q = 0. \tag{34}
\]

This gives a functional of the form (now re-expanding the effective viscosity)

\[
J(u_i) = T_f u_N + \sum_{i=1}^{N-1} \int_{x_i}^{x_{i+1}} \left[ \frac{-2}{h} \left( \frac{h_i \dot{h}_i + h_{i+1} \dot{h}_{i+1}}{2} \right) \left| u_{i+1} - u_i \right|^\frac{1}{2} \right. - \frac{1}{h} \left( \frac{h_i \dot{h}_i + h_{i+1} |h_{i+1}|^{1/2}}{2} \right) \left\{ \tau_b(u_i, \ldots) + \tau_b(u_{i+1}, \ldots) - \tau_d \left( \frac{u_i + u_{i+1}}{2} \right) \right\} \left[ dx \right. \tag{35}
\]

The functional has been discretized using piecewise-linear finite elements, and the resulting minimization problem is straightforward to solve using a Newton method with a Brent-type line search algorithm (Press et al., 1988)

### 2.2 Ice Thickness

To discretize the ice thickness ODE (equation 12), we upwind the effective velocity \( u - \sigma \dot{x}_g \). We use a regularized Heavyside function to switch the direction of upwinding depending on the sign of the effective velocity. The resulting discretization looks like

\[
\Delta \sigma = \frac{h_{i+1}^{k+1} - h_i^k}{\Delta \tau} + \left[ \frac{\bar{u}_{i+\frac{1}{2}}^k - \sigma_{i+\frac{1}{2}} \left( x_{g}^{k+1} - x_g^{k} \right) / \Delta \tau}{x_{g}^{k+1}} \right] \left[ h_{i+1}^{k+1} \left( 1 - \theta_{i+\frac{1}{2}}^k \right) + h_i^{k+1} \theta_{i+\frac{1}{2}}^k \right] - \left[ \frac{\bar{u}_{i-\frac{1}{2}}^k - \sigma_{i-\frac{1}{2}} \left( x_{g}^{k+1} - x_g^{k} \right) / \Delta \tau}{x_{g}^{k+1}} \right] \left[ h_{i-1}^{k+1} \theta_{i-\frac{1}{2}}^k + h_i^{k+1} \left( 1 - \theta_{i-\frac{1}{2}}^k \right) \right] + \frac{h_i^{k+1}}{\Delta \tau} \left( 1 - \frac{x_g^k}{x_g^{k+1}} \right) \Delta \sigma = a \left( \sigma_i, x_g^{k+1} \right) \Delta \sigma \tag{36}
\]

We evaluate \( \theta \) using the previous time step to avoid non-convergence of a Newton scheme due to the large derivatives of \( H \) when the effective advection velocity \( u - \sigma \dot{x}_g \) changes direction (at the expense of a few more iterations in the solver in the rare case when the effective velocity switches direction - typically during activation). \( \theta \) is a regularized Heavyside function looking like

\[
\theta_{i+\frac{1}{2}}^k = \frac{1}{2} \left[ 1 - \tanh \left( \frac{1}{\Delta \tau} \left( \frac{x_g^k - x_{g}^{k-1}}{x_g^{k+1}} \right) \right) \right] \tag{37}
\]
In using a backward Euler scheme, we have nonlinear terms in \( h^{k+1} \) and \( x_g^{k+1} \). Thus, we utilize a straightforward Newton scheme to solve simultaneously for ice thickness and grounding line position at each time step.

### 2.3 Ice Temperature

Temperature can be discretized in much the same fashion as ice thickness, though here we have not adopted a finite volume form. We use upwinding schemes in both \( x \) and \( z \)

\[
\frac{T_{i,j}^{k+1} - T_{i,j}^{k}}{\Delta \tau} + \left[ \frac{u_{i,j+\frac{1}{2},j}^{k+1} - \sigma_i \frac{(x_g^{k+1} - x_g^k)}{\Delta \sigma}}{x_g^{k+1} \Delta \sigma} \right] \left[ T_{i+1,j}^{k+1} \left( 1 - \theta_{i+\frac{1}{2}}^{k+1} \right) + T_{i,j}^{k+1} \theta_{i+\frac{1}{2}}^{k+1} \right] \\
- \left[ \frac{u_{i,j-\frac{1}{2},j}^{k+1} - \sigma_i \frac{(x_g^{k+1} - x_g^k)}{\Delta \sigma}}{x_g^{k+1} \Delta \sigma} \right] \left[ T_{i-1,j}^{k+1} \theta_{i-\frac{1}{2}}^{k+1} + T_{i,j}^{k+1} \left( 1 - \theta_{i-\frac{1}{2}}^{k+1} \right) \right] + \\
\left[ w_{i,j+\frac{1}{2}}^{k+1} - \eta_{j+\frac{1}{2}} \left( \frac{h_{i,j+1}^{k+1} - h_{i,j}^{k}}{\Delta \tau} + \left( \frac{u_{i,j+\frac{1}{2},j}^{k+1} - \sigma_i \frac{(x_g^{k+1} - x_g^k)}{\Delta \sigma}}{x_g^{k+1} \Delta \sigma} \right) \left( \frac{h_{i,j+1}^{k+1} - h_{i,j}^{k+1}}{2 \Delta \sigma} \right) \right) \right] \times \\
\left[ T_{i,j+1}^{k+1} \left( 1 - \theta_{i,j+\frac{1}{2}}^{k+1} \right) + T_{i,j}^{k+1} \theta_{i,j+\frac{1}{2}}^{k+1} \right] + \\
\left[ w_{i,j-\frac{1}{2}}^{k+1} - \eta_{j-\frac{1}{2}} \left( \frac{h_{i,j-1}^{k+1} - h_{i,j}^{k}}{\Delta \tau} + \left( \frac{u_{i,j-\frac{1}{2},j}^{k+1} - \sigma_i \frac{(x_g^{k+1} - x_g^k)}{\Delta \sigma}}{x_g^{k+1} \Delta \sigma} \right) \left( \frac{h_{i,j-1}^{k+1} - h_{i,j}^{k+1}}{2 \Delta \sigma} \right) \right) \right] \times \\
\left[ T_{i,j-1}^{k+1} \left( 1 - \theta_{i,j-\frac{1}{2}}^{k+1} \right) + T_{i,j}^{k+1} \theta_{i,j-\frac{1}{2}}^{k+1} \right] + \frac{T_{i,j}^{k+1} \theta_{i,j}^{k+1}}{\Delta \tau} \left( 1 - \frac{x_g^k}{x_g^{k+1}} \right) + \\
\frac{1}{h_{i}^{k+1}} \left[ h_{i}^{k+1} - h_{i}^{k} \right] + \left( \frac{u_{i,j}^{k+1} - \sigma_i \frac{(x_g^{k+1} - x_g^k)}{\Delta \sigma}}{x_g^{k+1} \Delta \sigma} \right) \left( \frac{h_{i,j}^{k+1} - h_{i,j}^{k+1}}{2 \Delta \sigma} \right) = \frac{\kappa}{h_i} \left( \frac{T_{i,j-1} - 2T_{i,j} + T_{i,j+1}}{\Delta \eta} \right)
\]

(38)

Note the introduction of another Heaviside function here, \( \theta' \), for which the operative variable is the vertical effective velocity (equation 18).

As this system of equations is linear in temperature, it can be solved in a straightforward fashion.

### 2.4 Till Water Content

The basic form of the evolution equation involves only local meltwater production without lateral transport. We use a forward Euler method to allow for enthalpy corrections to be made at grid points that are transitioning from meltwater production to till freezing and vice-versa. We begin by discretizing the equations 20 and 21

\[
Z_{k,i} \frac{e_t^{k+1} - e_t^k}{\Delta \tau} = \begin{cases} 
  m & \text{if } e_t^k > e_c \\
  m & \text{if } e_t^k = e_c \text{ and } Z_{k,i}^k = Z_0 \text{ and } m > 0 \\
  0 & \text{otherwise}
\end{cases}
\]

(39)
Here we have introduced a prime notation on void ratio and till thickness that indicates these variables have not yet been corrected for crossing over thresholds. We do not want to overshoot and make \( e < e_c \) or \( Z_s > Z_0 \). The corrected cases are based on the idea that we would like to take the change past a threshold in one variable and translate to a change from a threshold in another variable. To do so, we start with the following equality

\[
Z_0 \frac{e' - e_c}{\Delta \tau} = e_c \frac{Z'_s - Z_0}{\Delta \tau} \tag{41}
\]

If \( Z'_s > Z_0 \), then we need to translate this extra change to a change in \( e' \), which we can solve for

\[
e' = e_c \left( \frac{Z'_s}{Z_0} \right) \tag{42}
\]

If \( e' < e_c \), then we need to translate this extra change to a change in \( Z'_s \), which we can solve for

\[
Z'_s = Z_0 \left( \frac{e'}{e_c} \right) \tag{43}
\]

We can write these into case-by-case corrections

\[
e^{k+1}_i = \begin{cases} 
e_c & \text{if } e^{k+1}_i < e_c \\ e_c \left( \frac{Z^{k+1}_{s,i}}{Z_0} \right) & \text{if } Z^{k+1}_{s,i} > Z_0 \\ e^{k+1}_i & \text{otherwise} \end{cases} \tag{44}
\]

\[
Z^{k+1}_{s,i} = \begin{cases} 
Z_0 \left( \frac{e^{k+1}_i}{e_c} \right) & \text{if } e^{k+1}_i < e_c \\ Z_0 & \text{if } Z^{k+1}_{s,i} > Z_0 \\ Z^{k+1}_{s,i} & \text{otherwise} \end{cases} \tag{45}
\]

### 2.5 Discretization

In this model, the grid is staggered in the horizontal. Most variables which are only defined in the \( x \) direction \( (h, e, Z_s) \) are located on the elements. Horizontal velocity \( u \), is defined on grid box corners. \( T \) is defined on grid box centers. \( w \) is defined on grid box edges.

Thickness at the grounding line is used in order to maintain the flotation condition at the outer boundary. However, because thickness is defined on elements in our discretization scheme, we must add an additional equation to solve for thickness and grounding line position simultaneously (as detailed in section 2.2. Ice thickness in the two grid points near the grounding line is relaxed to the grounding line thickness (which is determined through the flotation condition)

\[
h_{GL} = \frac{1}{2} h_{N-\frac{1}{2}} - \frac{3}{2} h_{N-\frac{3}{2}}. \tag{46}
\]

This approach is also described in the appendix of Schoof (2007).
2.6 Horizontal Grid Refinement

The approach we have taken here allows us to define an arbitrary mesh in $\sigma - \eta$ space. For simplicity, we use equally-spaced $\eta$ coordinates.

As Schoof (2007) has shown, in order to accurately simulate transient grounding line migration, we must resolve the mechanical grounding zone transition from ice sheet to ice shelf flow. The $\sigma$ coordinates are correspondingly refined in a fashion similar to Schoof (2007), by defining a grounding zone in sigma (here we use $\sigma \in [0.97, 1]$) where the resolution is high (~100 m). In most of the ice stream not in the grounding zone a lower resolution is used. We explore the convergence of solutions in increasing upstream resolution in section 3.3.

3 Comparison to Robel et al. 2013 (Figure 1)

In order to make a valid comparison between the flowline model described here and that described in Robel et al. (2013), we need to be able to map parameters between both models. In the case of most parameters (see table of parameters in both studies), this is fairly straightforward. For some parameters there is no direct translation between models.

In Robel et al. (2013), there is an ice stream length, $L$, which does not translate to this model, which has a migrating grounding line. Here we will assume that ice stream length is the grounding line position in the steady-streaming regime, before oscillations are induced $L = 770$ km. This remains within about 15% of the grounding line position during oscillations.

In Robel et al. (2013), there is an ice stream width, $W$, which is not explicitly set in this model. However, we do use an ice stream half-width of $W = 25$ km to set the lateral shear stress parameter, $G_s = 400$, and so we use this as a comparison to Robel et al. (2013). Additionally, we note that the Glen’s flow law coefficient, $A_g$, that shows up in both Robel et al. (2013) and $G_s$ are both taken in the shear margins, so we set them to $A_g = 2.7 \times 10^{-24}$ Pa$^{-3}$ s$^{-1}$, appropriate for temperate shear margins.

The one parameter (with dynamical significance) that does not have an equivalent between these two studies is bed slope, $b_x$. Robel et al. (2013) assumes that the ice stream rests on a flat bed. Setting a flat bed in this study would lead the implicit thickness solver to find non-unique solutions for the grounding line position. As such we must have some non-zero bed slope. This study only includes simulations with bedslope $b_x = 5 \times 10^{-4}$. In order to adapt the analytic prediction of stability boundary location from Robel et al. (2013) (refer to supplementary material), we can add a bed slope term, $\alpha$, into the driving stress scaling

$$[\tau_d] = \rho_i g[h] \left( \frac{[h]}{L} + \alpha \right).$$

We use the same steady-state balance between accumulation and mass loss from ice streaming: $a_c L = [h][u_i]$, which leads to an equation for the thickness scale

$$a_c L = \frac{A_g W^n h}{4^n (n + 1)} \left[ \frac{\rho_i g[h]}{L} \left( 1 + \frac{\alpha L}{[h]} \right) \right]^n.$$  \hspace{1cm} (47)

This does not permit an exact closed-form solution for $[h]$ as before, so we solve numerically for $[h]$ for the purposes of this comparison.
Though we have numerically solved for exact $|h|$ to produce Figure 1 of this study, there are perturbation methods for developing closed-form approximations for the case when $\alpha$ is small. We start with the following form for the approximation (dropping brackets)

$$h(\alpha) \approx h_0 + h_1 \alpha + h_2 \alpha^2.$$  

(49)

We plug this into equation 48 and start by setting $\alpha = 0$, and deriving the same zero-slope approximation that is in equation 12 of the supplementary material of Robel et al. (2013)

$$h_0 = L \left[ \frac{A_2 W^{n+1} (\rho_1 g)^n}{4^n (n+1) a_c} \right] - \frac{\pi^2}{16}.$$  

(50)

We then expand equation 48, canceling the terms corresponding to the $\alpha = 0$ approximation, and then retaining terms in $\alpha^3$

$$0 = Q \left[ 4h_0^3 h_1 \alpha + 3\alpha L h_0^3 \right].$$  

(51)

Solving for $h_1$ gives

$$h_1 = -\frac{3L}{4}.$$  

(52)

Moving onto the second order approximation, we return to the expanded version of 48, retaining only terms in $\alpha^2$

$$0 = Q \left[ 4h_0^3 h_2 \alpha^2 + 6h_0^2 h_1^2 \alpha^2 + 3\alpha L (3h_0^2 h_1) + 3\alpha^2 L^2 h_0^2 \right].$$  

(53)

Solving for $h_2$

$$h_2 = \frac{3}{32} \frac{L^2}{h_0}.$$  

(54)

These give the following second-order approximation for $h$

$$h \approx h_0 - \frac{3L}{4} \alpha + \frac{3}{32} \frac{L^2}{h_0} \alpha^2,$$  

(55)

which gives an approximation that is less than 1% from the exact solution for the parameters used in this study. We can then plug this into our approximation for the stability boundary location.
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