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Why do we 

need ethics 

for software 

design?



This is Your 

Digital Life 

app



Sensourvault



Microsoft’s 

Social 

Chatbot: 

Tay



Early Chatbots

• Eliza (1966)
• Rule-based conversation simulation
• Simulates a psychotherapist
• Searches for appropriate responses to textual input     

through pattern matching
• Limited scope of knowledge and constrained domain             

of conversation

• Parry (1972)
• Also rule-based
• Language understanding capabilities
• Simulates emotions
• Passed the Turing test
• Constrained capacities
• Unable to maintain conversations for long periods of time



Social Chatbots 

The primary goal of a social chatbot is to 
be a virtual companion to users:

• Solve users’ questions
• Establish an emotional connection

Created to serve users’ needs for 
communication, affection and 

social belonging



Design 

Principles of 

Social Chatbots

• Empathy
• User profiling
• Emotion detection
• Dynamic tracking of mood

• Social skills
• Ability to personalize generation of 

responses
• Generate appropriate, encouraging 

and interest-fitting responses
• Personality

• Consistency over time to gain trust
• Integration of EQ and IQ

• Knowledge and memory modeling
• Image and language understanding
• Prediction, etc. 



XiaoIce, 

Microsoft 2014

• Lili Cheng: “XiaoIce is always there for you”
• Conversations helped build trust and 

emotional support
• Went viral in 72 hours: 
• I,5 million chat groups
• 10 million users

• Today: 40 million users



Architecture

• Multimodal Interface to receive user input as 
image, voice and text

• Core-chat manager
• Chitchat:

• Mines conversations online
• Models what someone may say in response 

to an input
• Response Generator: deep learning

• Skill components
• Search function, personal assistant, math 

challenges, dog recognition, etc



Tay

• Aimed at the same age range but in 
a different culture: U.S.A.

• Similar architecture
• Mostly one-on-one interactions
• At the last minute Microsoft 

decided to release Tay on Twitter
• It was up for 16 hours



Tay

***



Tay

ØWhat happened?

• Content-neutral software

• Coordinated effort from 4chan/pol/ 
board to feed contents to the bot

• “Exploiting vulnerabilities” 

• “Repeat after me” function



Small Group 

Discussion

• 4 people groups
• Choose a group leader
• Write down your answers



Small Group 

Discussion

Questions:

• What is wrong with Tay’s 
behavior?

• What could programmers 
have done to prevent it?



What is wrong with 

Tay’s behavior?

Debrief Question 1



Some vocabulary

• Stakeholder: individuals involved in and affected by 
your actions

• Moral Rights: entitlements to a certain kind of 
treatment

• If you are entitled to a certain kind of 
treatment, this means that others are morally 
obligated to treat you in that way.

• If you are morally obligated to do something, 
then if you fail to do it, then you have done 
something morally wrong, and may deserve 
blame or punishment from others.

• Example rights:  the right not to be killed or 
harmed, the right to privacy, the right not to be 
discriminated against, the right to autonomy, 
the right to democratic governance



Some vocabulary

• Interests: things that make a difference 
to how well a person’s life goes

• Beyond ensuring that stakeholder 
rights are not violated, software 
engineers should ensure that their 
software is beneficial to 
stakeholders – or at least not 
harmful to them.

• Examples: whether they are happy, 
healthy, safe, able to pursue their 
goals effectively.



What could 

programmers have 

done to prevent it?

Debrief Question 2



Ethics in 

Software 

Engineering

1. Identification of software requirements
ØStakeholder needs that the software is 

intended to satisfy, legal constraints, etc.

2. Articulation of design specifications
ØTechnical specifications for the software 

that ensure it meets its requirements

3. Verification
ØTesting the software on whether it meets 

design specifications

4. Validation
ØEvaluating the software on whether it 

meets the needs of all stakeholders



Ethics in 

Software 

Engineering

• Ethical Requirements:

1. Who are your stakeholders?
2. What are their moral rights?
3. What are their interests?



Ethics in 

Software 

Engineering

Ethical Requirements: stakeholder rights and 
interests that the software needs to respect.

ØA simple strategy:

1. Articulate design specifications in the form of 
specific concrete rules governing system behavior 
that, if satisfied, will help ensure the relevant 
moral obligations are satisfied.

2. Verify that those design specifications are satisfied 
by the finished product.

3. Validate the software by testing it internally and 
externally to see if it meets all relevant ethical 
requirements. 



Ethics in 

Software 

Engineering

1. Identification of software requirements
ØStakeholder needs that the software is 

intended to satisfy, legal constraints, and 
ethical requirements!

2. Articulation of design specifications
ØTechnical specifications for the software 

that ensure it meets its requirements

3. Verification
ØTesting the software on whether it meets 

design specifications

4. Validation
ØEvaluating the software on whether it 

meets the needs of all stakeholders



Ethics in 

Software 

Engineering

“The development of the core-chat module 
should follow an ethical design to ensure that 
the generated responses are appropriate, 
unbiased, and non- discriminative, and that 
they comply with universal and local ethical
standards. The system learns to identify and 
filter out inappropriate content that users 
might share. Meanwhile, the system will keep
learning from user feedback, and adapt to new 
circumstances. All these components are 
integrated and optimized to achieve the goal
of building strong emotional connections with 
users and better serving their needs for 
communication, affection, and social 
belonging” 

Shum et. al.“From Eliza to XiaoIce: challenges and 
opportunities with social chatbots“ 



Microsoft’s 

Social Chat 

Bots: Zo



Zo

• Much like Tay, except that she has no 
tolerance for “politics”

• Blacklist of contents
• Any triggering words, regardless the 

context, will activate the same response: 
rejecting the topic, and closing the chat if 
pressed



Zo



Zo



Small Group 

Discussion

What is wrong with Zo’s 
response to politically sensitive 

content?



What is wrong with 

Zo’s response to 

politically sensitive 

content?

Debrief



Ethics in 

Software 

Engineering

1. Identification of software requirements
ØStakeholder needs that the software is 

intended to satisfy, legal constraints, and 
ethical requirements!

2. Articulation of design specifications
ØTechnical specifications for the software 

that ensure it meets its requirements

3. Validation
ØEvaluating the software on whether it 

meets the needs of all stakeholders

4. Verification
ØTesting the software on whether it meets 

design specifications



Concluding Remarks

Ethical requirements for software development
• Stakeholder’s Rights
• Stakeholder’s Interests 

ØShould be incorporated as part of design 
specifications, and should be considered part of 
validation and verification processes.



Thank you!

https://forms.gle/bm8jSbWSHVsKkgCk9

https://forms.gle/bm8jSbWSHVsKkgCk9

